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ABSTRACT

Mahulkar, Vishal V. Ph.D., Purdue University, December 2010. Prognosis Based
Control Reconfiguration for an Aircraft with Faulty Actuator to Enable Performance
in a Degraded State. Major Professor: Dr. Douglas E. Adams, School of Mechanical
Engineering.

The objective of this work is to develop a framework for prognosis based control re-

configuration of dynamic systems with faults. A conventional feedback control design

for a process plant or vehicle system may result in unsatisfactory performance (even

instability), in the event of malfunctions in actuators, sensors, or other components of

the system. In order to overcome the limitations of conventional feedback, new con-

trollers need to be developed which are capable of tolerating component malfunctions

whilst still maintaining desirable and robust performance and stability properties. In

case where the malfunctions are faults, additional fault growth dynamics is intro-

duced which leads to a continuously changing system response. The controller also

needs to adapt to these changes while minimizing the rate of growth of the fault.

Due to cost and safety requirements, the ability to accommodate faults constitutes

a desirable characteristic which can be incorporated in the control design process of

a high performance aircraft. The specific case of a high performance aircraft with a

faulty hydraulic actuator for a control surface was the main topic of investigation. A

full six degree of freedom nonlinear model for an F-16 aircraft was developed using

Simulink. A control system was then developed to allow guidance and navigation of

the aircraft in the three dimensional space. A full nonlinear model of the hydraulic

actuator with an internal leakage fault due to a faulty seal was also developed and

combined with the aircraft model. The aircraft model was then simplified through lin-

earization to allow development of a prognosis based control reconfiguration strategy

and implementation in real-time.



xviii

The strategy was based on Model Predictive Control, where the optimal control

problem was broken into an offline component and an online component. Offline

component was used to generate a static map, which was employed for prognosis,

based on the performance requirements and the mission profile. The online component

used this static map to perform a mixed integer programming to optimize response

speed and trajectory to satisfy constraints on degradation. The effectiveness of the

reconfiguration strategy was demonstrated for simple missions in a longitudinal plane.

At the lower level, a divided difference filtering algorithm was implemented to identify

the fault in the control actuator. The fault information was then used in an adaptive

framework to develop a fault tolerant controller for the actuator.

A hydraulic actuator test bench was designed to validate the developed mod-

els and control strategies through hardware-in-the-loop simulations. Experimental

results demonstrated the effectiveness of the fault identification algorithm and the

performance improvement obtained through implementation of the adaptive control

strategy. The effectiveness of the reconfiguration strategy was also demonstrated ex-

perimentally by implementing an unknown wear function and comparing the results

with and without the reconfiguration algorithm.
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1. INTRODUCTION

The success of military operations involving manned and unmanned aircraft depend

on their ability to perform precision maneuvers with accuracy, repeatability, and

safety for the crew. In the civilian sector, crashes can occur due to inoperable air-

craft leading to reduced public confidence in air travel. Several regulatory agencies

are pushing for the development of technologies to reduce the fatal accident rate in

the commercial sector that currently stands at a little under two per million flight

hours [1].

Modern technological systems rely heavily on sophisticated control systems to

meet increased safety and performance demands. This reliance on control is partic-

ularly high in safety critical applications, such as spacecraft, aircraft, nuclear power

plants, chemical plants processing hazardous materials etc., where unattended and

minor faults could potentially develop into catastrophic failures if maintenance is not

performed in a timely and proper manner. By compensating for faults to some de-

gree, conventional closed loop feedback control design for a process plant or air vehicle

system may prevent that fault from being observed and will eventually develop into

a control loop malfunction resulting in unsatisfactory performance (even instability).

In the event of faults such as malfunctions in aircraft flight control actuators, sensor

faults, or faults in other components of the system, new control techniques and design

approaches need to be developed to minimize losses and avoid potential risks due to

the faults. The new controllers should be capable of enduring system malfunctions

while still achieving the desired level of overall system stability and performance. In

short, the aim is to make the system fault-tolerant [2]. If the measures implemented

are successful, they will restore the system behaviour to acceptable levels. The new

controller modules must also be able to predict the rate at which the fault is growing

due to the changes in the system dynamics and minimize the degradation rate to
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Figure 1.1. Fault-tolerant system [2].

allow the current task to be completed before expensive repair work is needed. Thus,

another important aim is to extend the life of the component while minimizing the

loss of performance in the system.

The term “controller” above is used in a very general sense. It does not only in-

clude the usual feedback or feedforward control law, but also the decision making layer

that determines the control reconfiguration. The behaviour of the plant is analyzed

by this layer to identify fault and modify the control law to keep the system in the

region of acceptable performance. The process of accomplishing these goals is known

in the literature as “Online Health Monitoring and Fault Detection, Identification

and Reconfiguration (HM-FDIR)” [3].

1.1 Motivation

One of the important issues to consider when designing a fault-tolerant control

system is whether to recover the original system performance/functionality completely

or to accept some degree of performance degradation after the occurrence of a fault.

The consequences of not taking into account the degradation in performance must

be studied. It is also necessary to take the rate of degradation and degradation level

into consideration when designing the control reconfiguration system. These issues

have been addressed to some extent in the literature. Another issue that has received
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little attention in the literature is the effect of control reconfiguration on the faulty

system.

In the past decade, there has been substantial progress in the development of on-

line FDIR techniques in aerospace applications [4–8] etc. A large number of techniques

have been proposed and some have been tested on operating aircraft [8]. The FDIR

techniques are generally divided into two categories:

1. Active: In the active fault-tolerant approach, it is assumed that a priori infor-

mation about the fault or mechanism for detecting and isolating unanticipated

faults is available. This information is then used to redesign the control system

to achieve the desired performance and robustness.

2. Passive: In the passive approach, a closed-loop system can be designed to pro-

vide some inherent fault tolerance by carefully choosing the feedback gains,

which take into account the effects of both the faults and parametric uncertain-

ties in the model or disturbance.

Most of the existing research in the literature is centered around the objective of

recovering as much of the pre-fault system performance as possible [9–14]. Some of

these approaches assume total failure of the subsystem (actuator, sensor etc.) and

then take one of two actions: (a) replace the failed components by their analytical

or physical redundant counterparts, or (b) completely remove the failed components

from the plant model. If the design objective is to restore the original performance

of the system given faults in the subsystem components as stated above, then an

unsustainable level of performance may be required from other (healthy) subsystems.

If insufficient control authority is available to recover nominal performance, then the

system is regarded as “unreconfigurable”. This type of strategy is not optimal for

two main reasons:

1. Extreme performance requirements may further damage the system, and

2. A faulty actuator may still be able to provide useful function.
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Some authors (e.g. Zhang et al. [15]) have considered the problem of reconfiguration

of a partially operational actuator; however, they fail to analyze and consider the fault

dynamics or the effect of reconfiguration on the system under consideration. Thus,

the current approaches presented in the literature have the following main drawbacks:

1. The magnitude of the fault is not considered while establishing the recovered

level of performance. If the fault is small, it might be possible to recover the

nominal performance level. But, if the nominal performance level is not recov-

erable and the controller still demands it, the system may degrade faster.

2. The fault dynamics are not considered during the reconfiguration process. For

example, if there is a crack in an aircraft wing and aggressive maneuvers are

requested, the crack is likely to grow faster.

3. The effect of reconfiguration on the system and, specifically, the fault is often

neglected. For example, if reconfiguration of a worn system demands it to

operate at high velocities and loads, the wear process is going to be accelerated

resulting in more rapid failure.

Thus, the main objective of this dissertation is to find a trade-off between various

constraints and objectives of the system in order to maximize safety and performance,

minimize degradation and satisfy imposed mission constraints. The system under

consideration is a high performance aircraft or a UAV with a faulty subsystem. The

following section details the main objectives.

1.2 Objectives

The main goals of the research in this dissertation are as follows:

1. Develop models and modeling software for prediction of degraded aircraft per-

formance that will help in simulating realistic fault scenarios under operational

flight loads.
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(a) The model will incorporate all aircraft subsystems of interest. This simu-

lation model will include mathematical models of the propulsion systems,

flight mechanics, flight control actuators, sensors, and the environment

(i.e., wind, gravity, and atmosphere)

(b) Faults and failure models for aircraft subsystems such as actuators, sensors,

etc. will be incorporated.

2. Flight control strategies will be developed to control and design mission profiles

in the presence of constraints such as,

(a) Performance constraints on the mission in the presence of faults;

(b) Minimization constraints on excessive rates of degradation during the mis-

sion.

3. To validate the model and control strategies, a hardware in loop methodology

will be developed specifically for actuators using real-time data acquisition and

control.

1.3 Organization

The above stated objectives will be addressed in the following chapters. Chapter

2 contains a detailed review of the literature followed by the problem formulation,

assumptions, approach and the scope of the work that has been undertaken. The de-

velopment of the aircraft, hydraulic actuator, and the degradation models is detailed

in Chapter 3. Chapter 4 will discuss in detail the Hardware-in-the-loop simulation

environment. The detailed design of the experimental setup, the implementation

steps and system identification process will also be discussed in this chapter. Chapter

5 will discuss the development of a baseline control structure for the systems under

consideration. It will also deal with details of the implementation along with electri-

cal and mechanical issues that were faced, followed by verification and validation of

the developed models. An adaptive fault tolerant control strategy will be proposed
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Figure 1.2. Organization of report.

and implemented. This will be followed by a prognosis-based control strategy and

corresponding results in Chapter 6. The dissertation will conclude in Chapter 7 giv-

ing a summary of main results, contributions, a reiteration of important assumptions,

drawbacks, and future directions. Figure 1.2 gives a snapshot of the organization of

this document.
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2. BACKGROUND

The application considered in this dissertation is a high performance aircraft/UAV

with a faulty subsystem. The subsystems under consideration are the hydraulic con-

trol surface actuators, which maintain stability and allow navigation. The fault con-

sidered is a leakage fault. This chapter provides an overview of flight control systems

followed by a detailed review of the literature concerning different aspects of FDIR:

fault identification, fault-tolerant control systems, reconfigurable control systems, and

path planning. An overview of fault statistics in the hydraulic actuator aircraft sub-

system is also provided. The proposed approach is presented and formalized.

2.1 Flight Control System

The evolution of modern aircraft created the need for power-driven aerodynamic

control surfaces and automatic pilot control systems. In addition, better performance

requirements created a need to augment the stability of the aircraft dynamics over

some segments of the flight envelope. Figure 2.1 shows the altitude-Mach envelope

of one particular modern high-performance aircraft. The boundaries of the envelope

are determined by a number of factors. The low speed limit is set by the maximum

lift that can be generated (α limit), and the high speed limit follows a constant

dynamic pressure contour that is limited by structural considerations. At higher

altitudes, the speed becomes limited by the maximum engine thrust, and the service

ceiling is the altitude limit at which the combination of engine thrust and airframe

characteristics cannot produce a certain minimum rate of climb [16]. Consequently,

the resulting envelope covers a wide range of dynamic pressures: from as low as

2390Pa during landing to 102770Pa at Mach 1.2 flight at sea level. Large variations in

dynamic pressure cause corresponding large variations in the aerodynamic coefficients
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Figure 2.1. Altitude Mach envelope of a high performance aircraft [16].

in the equations of motion. Other factors such Mach number and aerodynamic angles

also cause variations in the coefficients. These changes result in varying dynamics

at different operating points in the envelope. These problems can be overcome by

using a feedback control strategy to modify the aircraft dynamic characteristics. The

responsiveness of an aircraft to maneuvering commands is determined in part by the

speed of the rotational modes such as the short-period, roll, and dutch-roll modes.

The frequencies of these modes are sufficiently high that a pilot would find it difficult

or impossible to control the aircraft if the modes were lightly damped or unstable.

It is, therefore, necessary to provide an automatic control system to prescribe these

modes with suitable damping ratios and natural frequencies. Such control systems

are called stability augmentation systems (SAS). If the augmentation system controls

the modes in addition to providing a particular type of response to control inputs, the

system is known as a control augmentation system (CAS). The slow modes (spiral

and phugoid) are usually controllable by a pilot, but to avoid continuous attention
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to controlling these modes, an autopilot is usually provided. The common types of

SAS, CAS, and the autopilot functions are listed in Table 2.1:

Table 2.1 Control and augmentation systems for aircrafts [16].

SAS CAS Autopilots

Roll damper Roll rate Pitch attitude hold

Pitch damper Pitch rate Altitude hold

Yaw damper Normal acceleration Speed hold

Lateral/directional Automatic landing

Roll angle hold

Turn coordination

Heading hold/VOR hold

2.1.1 Hierarchical Decomposition Of FCS

An aircraft requires guidance, navigation, and control to perform its missions.

A human pilot interacts with the aircraft at different operational levels. A pilot

performs three main functions: sensing, regulation, and decision making. Figure 2.2

shows a schematic of different layers and the interaction of the pilot with the aircraft.

These interactions and controls can be separated into hierarchical decision layers as

follows [17,18]:

Strategic layer: This layer corresponds to the definition of mission objectives by

a central command decision making entity, which is in most cases a human

operator.

Tactical layer: In this layer, the motion planning algorithm determines how to best

fulfill the goals set by the upper strategic layer.
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Figure 2.2. Aircraft subsystems and their interactions.

Reflexive layer: This layer attempts to track the trajectory planned at the tactical

layer in addition to regulating and stabilizing the vehicle.

The hierarchical structure thus encompasses stability augmentation, control augmen-

tation, autopilot, as well as a flight management system. There has been a trend

towards automating as many pilot tasks as possible to reduce the load on a pilot, im-

prove safety, and reduce flight costs. In the case of unmanned aerial vehicles (UAVs),

all the tasks must be automated. Gain scheduling and switching are used to improve

performance in different flight regimes. Control theory, heuristics, and reduced order

optimization are used to achieve optimal trajectory management. These approaches

are examples of intelligence applied to the operation and control of aerospace sys-

tems [17].

Investment in this type of flight control is justified only if it improves the function

and performance of the aircraft, saves time and/or money required to complete a mis-

sion, or improves the safety and reliability of the system. Like all systems, those used

in aircrafts are also subject to faults and failures. The hierarchical structure should

be able to recognize the changes in system dynamics due to these faults/failures

and take corresponding corrective actions. The latter is known in the literature
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by several names: “Fault-tolerant Control” [2, 3, 9, 10, 19–22], “Reconfigurable Con-

trol Systems”, [5–7,11,23–25], “Intelligent Control Systems” [17,26], “Restructurable

Control Systems” [27–31], “Self-repairing Control Systems” [32], “Fault Accommo-

dation” [4, 33, 34], “Failure Compensation” [35, 36], etc. Closely related work has

also been done in “Supervisory Control”, “Fault Detection and Isolation”, “Fault

Diagnosis” and “Hierarchical Control Systems”. The motivation for all of this prior

research has been to overcome the unsatisfactory response of a conventional feedback

controller designs in the event of a malfunctioning component. The principles of fault

tolerant design are reviewed next to provide a survey of recent approaches developed

by other researchers.

2.2 Fault Tolerant Control

A fault in a dynamical system is a deviation of the system structure or the system

parameters from the nominal situation. Examples of system faults are blocking of

an actuator, loss of a sensor, or loss of a mechanical or electrical connection of a

system component. Parametrical changes are brought about, for example, by wear

or damage. All these faults change the dynamic input/output characteristics of the

plant leading to changes in the closed loop response.

Faults must be distinguished from disturbances and model uncertainties. Dis-

turbances and model uncertainties are nuisances, which are known to exist, but the

effects of these nuisances on the system performance can be attenuated through care-

fully designed robust controllers or measures such as filtering. However, disturbances

and uncertainties can only be handled up to a certain size. Faults typically cause

more severe changes in plant dynamics resulting in effects that cannot be suppressed

by a fixed controller. Furthermore, faults have a tendency to grow over time and may

lead to complete failure if no countermeasures are taken. Fault-tolerant control aims

at changing the control law to attenuate the effects of the fault and prevent failure.
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Figure 2.3. Changes in the region of performance envelope due to faults [2].

Figure 2.3 shows a representative evolution of system performance as the level of

a fault in one of the subsystems increases. In the absence of any fault the system

operates in its normal region of performance. Initially, when the level of the fault

is small, the feedback control obscures the presence of the fault. As the leevel of

the fault grows, the system performance degrades. If no other control measures are

implemented, the system may eventually become unstable. The objective of fault-

tolerant control is to bring the performance back within the region of acceptable

performance. Generally, the approach that is used to enable fault-tolerance in systems

consists of two steps:

1. Fault Diagnosis: Detect the existence, location, and magnitude of existing

faults. The diagnostics block uses the measured inputs and outputs and tests
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their consistency with the plant model. The output of the block is a character-

ization of the fault suitable for use by the controller redesign block.

2. Controller Redesign: Adapt the controller so that the system continues to satisfy

established goals. The re-design block uses the fault information and adjusts

the controller to the given scenario.

The general architecture of a fault-tolerant controller is depicted in Figure 2.4. f

represents the fault in the plant, d is the disturbance on the plant, the reference

and actual outputs are represented by yref and y respectively, and u is the control

input. As was mentioned earlier, the term controller is used in a very broad sense

and, hence, the connection between the controller redesign block and the controller

block is shown with a double arrow to indicate an information link. The redesign

of the controller may not only result in new controller parameters but also in a new

control configuration.

d

Plant

f

y

f

u
yref

Controller
redesign

Controller

Diagnosis

Level
Supervisory

Level
Execution

Figure 2.4. Architecture of a fault-tolerant control [2].

2.2.1 Fault Detection And Isolation (FDI)

Fault detection is the first step towards fault-tolerant control. Figure 2.5 shows

the general structure of a fault diagnosis module. A variety of methods have been
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Figure 2.5. Structure of a fault diagnosis module [2].

proposed in the literature for early detection of faults in dynamical systems. These

methods are broadly divided into two main types: hardware redundancy based and

analytical redundancy based methods [37]. Analytical redundancy based methods

are further divided into signal model based methods and process model based meth-

ods [38,39]. An excellent review of fault detection and diagnosis methods is available

in several survey papers [10,40–42]. The most important of the analytical redundancy

based approaches fall under parity space techniques, parameter estimation techniques,

statistical techniques, and observer based techniques [43].

Model based techniques have received much attention in the last few decades [44].

A number of observer-based techniques have been proposed for linear systems, for

example, eigenstructure assignment [45,46], unknown input observer [38,47,48], etc.,

and for non-linear systems, for example, robust observer based methods [43, 49]. A

drawback of observer-based methods in isolating faults is that they utilize the different

directions of the different faults in the state space of the model, and, as a result,

these methods are not capable of isolating faults that have the same direction in the

system state space [50]. Parameter estimation techniques [51], on the other hand,
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can detect and isolate faults, and may diagnose fault size, even for faults having the

same direction in the state space of the model. Application of parameter estimation

techniques to linearized models have been discussed in the literature [50]. Extended

Kalman Filters (EKF) [52] and adaptive observers [53–55] have also found application

in fault detection.

For an excellent bibliographical review on fault detection and identification, the

reader is referred to Zhang and Jiang in [21].

2.2.2 Control Reconfiguration

Fault diagnosis and identification is a supervisory process and it alone cannot

maintain performance and functionality of the faulty system in absence of fault toler-

ant control. Fault tolerant control is a control method that can accommodate system

faults and failures automatically and maintain overall system stability and perfor-

mance. A fault tolerant controller can be classified into two main types: passive and

active.

1. Passive approaches make use of robust control techniques to ensure that the sys-

tem remains insensitive to certain faults with bounded magnitudes and without

using any online fault information [31]. The faulty system continues to operate

with the same controller and the same control structure implying that the em-

phasis is placed on recovering the original system performance. Thus, the basic

idea of passive fault-tolerance is to make the closed loop system robust against

uncertainties and some very restrictive range of likely faults. A passive fault-

tolerant control treats faults in the same manner as modeling uncertainties. No

guarantee of stability and performance can be made [10].

The methods generally used in the design of such control systems are: quanti-

tative feedback theory [56,57], frequency domain H∞ [58], robust design based

on “4 parameter” controller [10], sliding mode control [59, 60], and linear ma-

trix inequalities [61]. The application of sliding mode control to reconfigurable
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flight control problems as with other applications has a tendency to produce

severe chattering. The use of a boundary layer on the sliding surface has been

employed by some researchers to damp this chattering [59]. Robust control

techniques generally result in smoother control signals. In a recent publication,

H2 with linear matrix inequalities was utilized to construct a fault-tolerant con-

trol with guaranteed tracking performance [61, 62]. The advantages that make

passive approaches appealing are that they do not require fault detection and

isolation; and passive approaches are also generally easy to implement [63]. A

passive fault-tolerant controller acts as a good baseline controller that can then

be used further in active reconfiguration.

2. Active approaches are usually variable in their structure. A wide variety of

active approaches have been proposed by researchers. Active fault-tolerant

methods can be more usefully classified based on whether or not [10]:

(a) they use off-line (pre-computed) control laws,

(b) they perform online fault accommodation,

(c) they are tolerant to unanticipated faults using fault detection and isolation,

or

(d) they are dependent on use of a baseline controller.

The simplest way to achieve fault-tolerance is to store pre-computed gain param-

eters. This method originated from the development of flight control systems

where gain scheduling was considered as a solution for dealing with changes in

flight aerodynamic coefficients with changes in flight parameters such as Mach

number, altitude, and angle-of-attack. This approach has been used in flight

control, space control, chemical process control, etc. For example, Rauch [58],

provided a pre-computed control law rescheduling approach to F/A-18 aircraft.

This experimental system had induced control surface faults and was flight-

tested under turbulent conditions. Huzmezan and Maciejowski [64] describe re-
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configuration and scheduling using quasi-linear parameter varying (LPV) mod-

els with an FDI scheme and constrained model based predictive control. Appli-

cation to a missile example was also provided by the authors. An LPV recon-

figurable control design was also developed by Ganguli et al. [65] and applied to

a Boeing 747. Theoretical investigations of control law re-scheduling have been

carried out by Shamma et al. [66] and others. Moerder et al. [67] have devel-

oped a scheme to monitor the systems control impairment status, and provide

state estimates that are used in an optimal gain scheduling scheme. Control

law re-scheduling can be thought of as feedback control with gains that are

adjusted through feedforward compensation. The compensations as applied by

the researchers have typically been open-loop adjustments because there is no

feedback from the closed loop system performance to compensate for the action

of incorrect scheduling [10]. To overcome this open-loop adjustment, Zheng et

al. [68] have developed an LMI based approach for synthesizing control feedback

as a function of “fault effect vectors”. This approach was demonstrated on a

longitudinal motion flight control for an unmanned aircraft.

The concept of feedback linearization can be used to overcome the disadvantages

of linear controllers. Feedback linearization can implicitly take into account the

effect of coupled motions. The methodology has been applied by Meyer et

al. [69], Ochi & Kanai [28,29]. An important feature of feedback linearization is

the concept of control distributor (CD) and generic inputs (GI) [28]. The CD is

introduced to reduce the actual input vector to a GI vector so that the number

of inputs are equal to the number of outputs. Ochi et al. applied this method

to a large transport aircraft by using the concept of an imaginary actuator to

generate a particular GI signal [29].

Model-following is an alternative to feedback linearization. The goal of a model

following approach is to imitate the performance characteristics of a desirable

model. The model-following reconfigurable flight control (MFRFC) system was

first proposed by Huang et al. [30]. Morse et al. [70] used an adaptive model-
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following methodology for a multi-variable system. The MFRFC has the ca-

pability to distribute the control effort without explicit knowledge of the fault.

The ideal form of model-following is perfect model-following in which the be-

haviour of the system can be completely specified. The conditions for perfect

model-following are very restrictive because most systems have more states than

inputs [10]. As an approximation, researchers have proposed explicit model-

following, which requires system outputs to follow those of the model in the

least-squares sense. When model-following is approximated by minimizing a

quadratic function of the actual and modeled states, it is known as implicit

model-following.

The pseudo-inverse method [24] (PIM) also known as control mixing [71] at-

tempts to recover the performance of a nominal system by computing an ap-

proximate matrix inverse. The main objectives of PIM in reconfigurable control

are [10]:

(a) to maintain as much simplicity as possible,

(b) to approximate the nominal system as closely as possible with the recon-

figured system, and

(c) to provide graceful degradation in performance subsequent to a fault.

Given a linear system:

ẋ = Ax+Bu

y = Cx (2.1)

the control u = Kx results in a closed loop system

ẋ = (A+BK)x (2.2)

y = Cx (2.3)
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If the post fault system is given by:

ẋf = Afxf +Bfuf

yf = Cfxf (2.4)

with Af and Bf stabilizable, the gain matrix Kf can be computed to stabilize

the system

ẋf = (Af +BfKf )xf (2.5)

yf = Cfxf (2.6)

The PIM selects Kf to minimize:

J(Kf ) = ||(A+BK)− (Af +BfKf )||F (2.7)

where || · ||F is the Frobenius norm [24]. The equation (2.7) can be solved by

using the pseudo-inverse of Bf :

Kf = B+
f (A+BK − Af ) (2.8)

The main difficulty arises when Bf is not of full row rank. Gao and Antsak-

lis [24] presented a method to generate aKf that maintains stability even in this

case. By integrating fault detection and identification into the design approach,

Bos̆ković [5,6] advanced the pseudo-inverse methodology. His approach applies

multiple models, switching, and tuning (MMST) [5]. PIM controllers are de-

signed for a set of models of plant dynamics, the model that best approximates

the plant dynamics is chosen, and the corresponding controller is activated. The

methodology assumes that each model has at least one stabilizing controller and

proper switching between controllers can stabilize the plant.

Eigenstructure reassignment is another method to generate the gain matrix, Kf ,

that stabilizes the post fault system as given in equation (2.4). The basis behind

this method is that the response of a closed loop system is determined by the

location of its eigenvalues and the direction of the corresponding eigenvectors.
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Kf is chosen to place the eigenvalues of the closed loop system at the desired

locations or in the desired regions. Any remaining degree of freedom is used

to minimize the distance between the achieved eigenvectors and a desired set

of eigenvectors [45, 72–74]. This minimization problem is more difficult but

achieves better response when an explicit pseudo-inverse for Bf does not exist.

Successful implementation of both the pseudo-inverse method and eigenstruc-

ture assignment requires the control designer to address control saturation. It

is often not possible to match the performance of the nominal system in the

presence of faults and attempting to recover nominal performance will result

in control saturation. Bodson suggests four command limiting techniques that

recover a degree of stability in the event of actuator saturation [75].

Optimal control techniques offer a more refined method to alleviate control sat-

uration in the post fault system. Model predictive control (MPC) has been

applied by researchers to obtain a level of fault-tolerance [64,76–79]. MPC gen-

erates control inputs that are usually based on the objective of minimizing a

cost function such as the integrated tracking error. The designer can implement

various constraints during the optimization such as position and rate saturation

on control inputs. Receding horizon model predictive control produces an op-

timal control sequence for a finite receding time interval [80,81]. The primary

drawback of MPC is the computation time required to solve the optimization

problem.

All of the approaches discussed above require a fault detection and identifica-

tion capability. A separate variety of adaptive reconfigurable flight controllers

achieve fault-tolerance without dependence on explicit FDI schemes. Such con-

trollers typically include a single adaptive controller that can accommodate a

range of faults without switching. Because these controllers do not involve

switching, the interaction between the FDI mechanism and the reconfiguring

controller does not cause a concern for stability [10]. The adaptation is driven
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by an estimation process that does not require prior knowledge of the faults.

Adaptive controllers are divided into two categories:

(a) Direct adaptive control systems which attempt to learn control parameters.

(b) Indirect adaptive control systems that learn parameters of the plant.

Both direct and indirect adaptive controllers draw information from the re-

sponse of the system. The identification process requires signals that contain a

sufficient level of information [82].

Indirect adaptive control generates useful information about the plant and can

be used for flight planning, FDI as well as flight control. All the conventional

fault-tolerant methods described earlier such as the pseudo-inverse method,

eigenstructure assignment, optimal control etc. also become available to the

designer. Traditional indirect adaptive control systems are based on the cer-

tainty equivalence principle, so that a recursive identifier is combined with a

control algorithm that uses the estimated parameters as if they were perfect

estimates [83]. Such schemes can only handle a very limited class of failures.

Indirect adaptive control techniques with receding horizon MPC have been used

by Miller et al. [84].

Direct adaptive control estimates the control parameters and not plant param-

eters. The estimated parameters are immediately useful in the construction

of a control vector. Multivariable adaptive control, adaptive neural networks,

variable structure control, and adaptive loop shaping are some of the adaptive

control techniques that have been applied by researchers to reconfigurable flight

control. Bodson considered the application of multivariable adaptive control

techniques to flight control reconfiguration [7]. He also presents the comparison

of three implementations: indirect adaptive, direct adaptive input error, and

direct adaptive output error. Due to the robustness of sliding mode control

techniques, Shtessel applied a reconfiguration strategy based on a continuous

sliding-mode controller with direct boundary-layer adaptation for flight control
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reconfiguration [85]. Another reconfiguration strategy applied to sliding mode

control is variable structure control [86].

Adaptive neural networks (NNs) are an appealing choice for providing fault-

tolerance in flight control systems due to following properties [22]:

(a) Learning and adaptation: NNs can be trained using past recorded or sim-

ulated data or current data.

(b) NNs are applicable to nonlinear systems due to their mapping capabilities.

(c) NNs are multi-input, multi-output and are thus applicable to multivariable

systems.

(d) NNs have an architecture suitable for parallelization and thus lead to high

speed hardware implementation.

Direct adaptive NNs were used on the Air Force Reconfigurable Control for a

Tailless Fighter Aircraft (RESTORE) program due to their ability to stabilize

a vehicle following the ocurrence of damage [11]. Adaptive NNs employ adap-

tation to cancel dynamic inversion errors, which result from faults. Numerous

derivatives of adaptive neural networks such as pseudo-control hedging [87],

dynamic cell structure [88] etc. have been developed.

2.2.3 Path/Trajectory Planning

Most UAV flight controllers have a flight path planner built in. Path planners, also

referred to as trajectory generators or outer loop controllers, generate a flight path to

accomplish a set of objectives. The flight path is a sequence of position and/or velocity

commands for the low level controllers. Flight path planners have to consider various

restrictions before generating a trajectory: the plans should be conservative enough

so that the lower level controller can easily track them, and for linear controllers,

the trajectories should not induce significant nonlinear dynamics. After the onset

of a fault, the capabilities of the vehicle are unknown and the trajectory generation
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has to take additional constraints into consideration. Pseudo-control hedging allows

the aircraft to remain stable in the presence of actuator saturations [87]. Adaptive

limit detection uses an adaptive neural network to calculate the control margins of an

aircraft and predict quasi-steady response [89]. Limit avoidance protects the aircraft

from exceeding its limits through the use of envelope protection systems [90].

Algorithms such as online optimization, mixed integer programming, and MPC

have been used to generate flight paths [84,91,92]. More recent developments involve

the use of finite automaton based reconfiguration for flight paths [18, 93]. Some of

these techniques are computationally expensive and cannot be performed in real-

time. A variation is to store optimization results generated by off-line optimization

in a polynomial neural network, which can be accessed in real-time [94].

2.2.4 Hydraulic Actuators

Fast response times and high size to power ratios have made hydraulic systems

very popular in the industrial sector for delivering large forces and torques [95]. Their

industrial applications include positioning [96–98], active suspensions [99–101], ma-

terial testing, aircraft, and industrial hydraulic systems. With increasing economic

demand for high plant availability, safety of hydraulic systems, and risks associated

with faults, reliability becomes an important factor in hydraulic applications. In air-

craft, because of their high power density and fast response, hydraulic drives are used

to position the control surfaces. Figure 2.6 shows a schematic diagram of a typical

hydraulic drive [102]. Because of the complexity of a hydraulic circuit and difficult

environmental conditions, the reliability of hydraulic systems is always an important

consideration.

Hydraulic components wear during operation which causes the system parame-

ters to drift gradually. This may eventually lead to faults and failures. Furthermore,

since the fluid is operated under high pressure, any leakage or seal damage as well as

other malfunctions of the system can cause degradation in performance. Failure rates
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Figure 2.6. Schematic of a typical hydraulic actuator experimental setup.

and other fault statistics are important factors that determine the fault detection

scenarios that a diagnosis system will typically be faced with in practical operations.

Unfortunately, it is typically difficult to obtain failure rates. This difficulty has to

do with the fact that the respective numerical values are protected as intellectual

property within companies and are not published. One exception is in the area of air-

crafts, where the high safety standards of both airlines and manufacturers necessitate

intense engagement and documentation in safety related issues.

Münchhof obtained data related to the failures from two industrial sources [102].

The data is presented in graphical format in Figures 2.7(a), 2.7(b), 2.7(c), and 2.7(d).

Table 2.2 shows the failure rates for hydraulic components obtained from theoretical
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Valve assembly 16%

Cylinder 16%

Mechanical 16% Power control
unit 3%

Other 14%

Lap assembly 32%

(a) Failure rates for different hydraulic components

Improper
function 35%

High internal
leakage 35%

Other 15%

External
Leakage 15%

(b) Failure rates for control valve assemblies

Other 5%

Erosion 65%

Damage due to
Containment

20%

External
leakage 10%

(c) Failure rates in lap assemblies

External
Leakage 58%

High internal
leakage

14%

Broken or
cracked

14%

Other 14%

(d) Failure rates for hydraulic cylinders

Figure 2.7. Statistics of failure rates for hydraulic components in
aerospace applications [102].

considerations. The defects (or faults) listed in Table 2.2 are classified according to

the criticality of the detects as follows:

• A: Flight Safety Critical Defects Severeness–Class 1

• B: Flight Safety Involved Defects Severeness–Class 2

• C: Defects Severeness–Class 3

• D: Defects Severeness–Class 4
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Table 2.2: Failure rates of hydraulic components in aircrafts [102].

Unit Type of

Fault

Fault λ[·10−9] Crit. Effect

Linear

Motor

Electrical

Coil Cable Break 0.4 D Reduction of valve spool actu-

ation force due to loss of one

coil

Short-circuit 0.001 C Loss of one coil system and

amplifier

Hardover 0.006 C Amplifier fault, parasitic

force, high electrical and

thermal stress

Sensor fault 0.8 C Loss/reduction of drive con-

trol in affected control circuit

Mechanical

Breakdown of me-

chanical component

0.001 B Increased friction, drive jam,

complete loss possible

Contamination 0.001 D Increased friction

Field weakening 0.003 C Reduction of controllability

and linearity

Break or tension re-

lease of return spring

0.5 B Offset of one-sided fault, less

control quality, loss of contr-

lability

Direct

drive

valve

Mechanical

Drive shaft break 0.001 B Loss of controllability, total

loss of actuator

Jam due to splinters 0.001 B Loss of controllability, total

loss of actuator

Mechanical friction 0.006 D Reduced spool dynamics, re-

duced dynamics

Breakdown of me-

chanical components

0.001 B Loss/reduction of actuator

function, external leakage

Hydraulic

Oil filter clogging 0.01 C Reduced force, reduced piston

dynamics

Air bubbles 0.04 D Reduced controllabiliy

Control edge wear 0.003 D Reduced controllability
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Table 2.2 – continued from previous page

Unit Type of

Fault

Fault λ[·10−9] Crit. Effect

Internal leakage 0.5 D Reduced controllability,

higher flow in neutral posi-

tion

Tandem

Cylinder

Electrical

Defect of Sensor ca-

ble

0.4 B Loss of drive control of af-

fected circuit

LVDT Sensor fault 0.8 C Reduction/loss of controlla-

bility

Mechanical

Mechanical friction 0.06 D Reduced piston dynamics

Structural break-

down

0.001 C Reduction/loss of actuator

function, external leakage

Hydraulic

Seal breakdown 2.0 C Reduced actuation forces, re-

duced piston dynamics, high

internal and external leakage

Leakage of connec-

tion lines

0.4 B High external leakage, affects

hydraulic supply

Internal Leakage 0.01 C Reduction of actuation forces

and controllability

Inter-system leakage 0.5 C Reduction of actuation forces

and controllability in both hy-

draulic circuits

In this application, the leakage faults will be considered. Leakage faults are a general

symptom of worn hydraulic components. In most cases, leakage increases progres-

sively over a long period of time causing the system dynamics to also change. Based

on the location, the leakage can be classified into: (i) internal (crossport) leakage,

where the fluid leaks to another part of the circuit within the hydraulic system, for

example, from one chamber of the hydraulic actuator to the other and (ii) external

leakage where the fluid leaks out of the hydraulic circuit. Whereas external leak-

age can be found through visual inspection, internal leakage caused by seal damage
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cannot be detected easily until the actuator seal is severely damaged resulting in de-

graded performance. Thus, it is important to identify this fault as part of any health

monitoring strategy. This kind of fault can lead to severe degradation of performance

leading to safety issues and eventually a non-responsive actuator.

Before the failure occurs, most components go through the process of fault initia-

tion followed by fault growth due to lack of any control measures, eventually leading to

complete failure. It is possible to model some of these faults and fault growths either

analytically or empirically [103–108]. The availability of a continuum model makes

it possible to introduce the fault dynamics in the control design and reconfiguration

process.

2.3 Problem Formulation

Despite the vast amount of research that has been conducted on fault-tolerance

and reconfigurable control for aircraft, several shortcomings still exist. The majority

of reconfigurable flight control research aims at recovering the performance of the

nominal system. The severity of the fault should be one of the factors determining

the recovered performance level. Furthermore, there is no consideration for the effect

of the recovery process on the fault dynamics. Most researchers model a fault as some

loss of input performance by multiplying the input matrix by a scaling factor. The

effects of a fault should be allowed to enter the system dynamics implicitly through

the dynamics of the actuator. The current research also lacks adaptive reconfigurable

path planning algorithms. Thus, based on the shortcomings identified in the available

research and discussion in Chapter 1, the goals to be accomplished by this dissertation

research are as follows:

1. Develop a full 6 degree of freedom nonlinear model for a high performance

aircraft.

2. Develop a detailed model for a hydraulic actuator as a part of the aircraft flight

control subsystem.
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3. Develop a degradation model for a fault in one of the actuators in the flight

control subsystem.

4. Develop a reconfiguration strategy to accommodate faults by recovering accept-

able level of aircraft performance while minimizing the degradation rate of the

faulty subsystem.

5. Validate the developed control strategies through hardware-in-the-loop simula-

tions.

The problem is formulated as follows to be solved mathematically:

Plant Dynamics: ẋp = fp(xp, p̄p, up) (2.9)

Plant Output: yp = h(xp, p̄p, up) (2.10)

Initial Conditions: xp(t0) = xp0 (2.11)

Actuator dynamics: ẋa = fa(xa, p̄a, ua) (2.12)

Degradation Model: ḋa = fd(da, p̄a, xp, xa, up, ua) (2.13)

where,

xp are the plant states

yp are the plant outputs

p̄p are the nominal plant parameters

up are the inputs to the plant

fp represents the plant dynamics

xa are the actuator states

p̄a are the nominal actuator parameters

ua are the inputs to the actuator

fa represents the actuator dynamics

da represents the damage index

fd represents the damage dynamics
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Given a performance index J , the control problem in the presence of faults can be

defined as:

Problem 2.1 (Optimal Control problem).

min
u

J = J(x, u) performance index (2.14)

s.t. : ẋ = f(x, u, p) system equations (2.15)

x(0) = x0 initial conditions (2.16)

λ(x, u) ∈ [λl, λu] constraints (2.17)

x ∈ [xl, xu] state limits (2.18)

u ∈ [ul, uu] control limits (2.19)

Here, all the states have been merged into a single vector x and the inputs into

u. The performance index J contains indices for both performance of the aircraft as

well as the degradation mechanism. For example, J can be defined as follows:

J =

∫ ∞

0

(eTyQey + dTaMda + uTRu)dt (2.20)

where ey is the output error. Q and M are positive semidefinite matrices, and R is a

positive definite matrix resulting in a non-negative performance index J and, hence,

the minimization control problem as constructed in Problem 2.1 has a solution. There

are a number of ways the performance index can be modified to suit the requirement.

For example, instead of an output error ey, the derivative of the error can be used. In

the same manner, instead of the absolute value of damage, the damage rate ḋa could

be used.

2.4 Approach

A block diagram representing the solution strategy is presented in Figure 2.8.

The plant consists of models for the aircraft, the hydraulic actuator, and the fault.
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A fault estimator give information about the current level of degradation within cer-

tain confidence intervals. This information along with the reference mission profile is

utilized by the prognosis module to establish the amount of degradation the system

will observe at the end of the mission. Given an upper limit on acceptable level of

degradation, the flight path optimizer and the control reconfiguration module mod-

ify the flight profile and the control structure/parameters respectively to meet the

degradation constraints. All of this is done in an optimal fashion to ensure that best

possible performance can be extracted from the aircraft within the available constrain

region.

Figure 2.8. Block diagram of the approach.
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3. MODEL DEVELOPMENT

In this chapter, models for the aircraft and the hydraulic actuator are developed. A

model for a degradation mode of the hydraulic actuator viz. an internal leakage fault

in the cylinder due to a damaged seal will also be developed. The models will then

be simplified to permit real-time implementation.

3.1 Aircraft Model

A six degree of freedom aircraft model was developed for implementation using

Simulink. The equations of motion for the aircraft are recorded in Appendix A. For

brevity, only the form of the final equations that were obtained from the derivation

exercise are given here:

ẋp = fp(xp) + gp(xp)up (3.1)

yp = hp(xp) (3.2)

xp are the states of the aircraft system, up are the inputs, and yp are the outputs.

3.2 Autopilot Structure

In this section, an autopilot system for the aircraft is developed based on “classi-

cal” feedback control theory. The basic functions of an autopilot can be divided into

two areas: guidance and control.

• Guidance is the action of determining the course and speed relative to some

reference co-ordinate system to be followed by the vehicle.

• Control is the development and application of appropriate forces and moments

through the use of control surfaces to establish an equilibrium state of the
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vehicle, to restore a disturbed vehicle to its equilibrium or to regulate the vehicle

within desired limits.

The control loops ensure a fast and stable response of the aircraft to commands

created by the guidance loops. The autopilot can be divided into inner and outer

loops. The inner loops (Figure 3.1(a)) control the roll and pitch attitudes of the

aircraft. The roll and pitch commands are created by an outer loop (Figure 3.1(b)),

which guides the aircraft along a desired trajectory. An aircraft autopilot uses five

Controller
Inner Loop Aircraft

Signal

Command Error

Signal

Reference 

Signal
+

−

Aircraft State Variables

(a) Inner loops of the autopilot

Controller
Inner Loop Aircraft

Signal

Command Error

Signal

Reference 

Signal
+

−

Aircraft State Variables

Controller
Outer Loop

Flightpath Related
Parameters

(b) Outer loops of the autopilot

Figure 3.1. Control loops for an autonomous aircraft.

longitudinal and five lateral control modes. The longitudinal control laws control

the elevators and the thrust; the lateral control laws control the ailerons and the

rudders [109,110]:
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Longitudinal autopilot modes

1. Pitch Attitude Hold (PAH): The Pitch Attitude Hold mode is the basic

longitudinal autopilot mode; it controls the pitch angle θ by applying ap-

propriate deflections of the elevator, δe, if the value of θ differs from the

desired reference value. Normally, the PAH mode serves as the inner loop

for the Altitude Hold, Altitude Select, and longitudinal Glideslope mode.

2. Altitude Hold (ALH): The Altitude Hold mode is used to maintain a ref-

erence altitude, which is entered by the pilot. This mode uses the PAH

mode.

3. Altitude Select (ALS): The Altitude Select mode actually controls the rate

of climb of the aircraft.

4. Approach Glideslope (GS): In approach mode, the aircraft must be guided

along the reference planes of the glideslope and localizer. The Glideslope

mode is the longitudinal part of the approach mode, which brings the

aircraft from level flight into a descent, following the glideslope reference

plane. The localizer provides runway centerline guidance to aircraft. These

reference planes are provided by the Instrument Landing System (ILS)

radio signals, which can be detected in the aircraft.

5. Go Around (GA): The Go Around mode is used to cancel an approach.

Lateral autopilot modes

1. Roll Attitude Hold (RAH): The Roll Attitude Hold mode is the basic

lateral autopilot mode. The main purpose of this mode is to serve as the

inner-loop for the other lateral autopilot modes, but it is also possible to

use the RAH mode separately, for instance, for fly-by-wire control via a

side-stick.

2. Heading Hold/Heading Select (HH): The Heading Hold / Heading Select

mode is used to maintain or select a certain heading of the vehicle.
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3. Approach Localizer: (LOC) In approach mode, the autopilot uses ILS

signals to line up along the runway centerline, and to follow the glideslope

reference line.

4. Navigation (NAV): This mode allows an aircraft to fly along a VOR bear-

ing.

5. Go Around (GA): The lateral part of the Go Around mode, which is used

if an approach has to be canceled, is a special case of the Roll Attitude

Hold mode.

It is possible to make a distinction between lateral and longitudinal modes based

on corresponding motions; however, these two modes are not independent and to

prevent lateral movements affecting the performance of longitudinal controls loops,

it is necessary to include some lateral/longitudinal interconnection. This approach

is known as turn compensation. The autopilot as described here functions properly

only if the velocity is maintained more or less constant during the maneuvers.

3.3 Longitudinal Autopilot Modes Implementation

3.3.1 Pitch Attitude Hold (PAH)

The pitch attitude hold mode is the basic longitudinal autopilot mode. It controls

the pitch angle θ through an appropriate input to the elevator, δe, if the value of

θ differs from the reference. PAH serves as an inner loop for the ALH mode. A

proportional and integral controller is used to ensure that no steady-state errors

remain. The θ-feedback decreases the damping of the short period mode, which is

compensated by feeding back the pitch rate q.

3.3.2 Altitude Hold Mode (ALH) with Turn Compensation

The altitude hold mode is used to maintain a reference altitude as obtained from

the waypoint information. It uses the PAH mode as the inner loop with the reference
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pitch, θref , proportional to the difference between the reference and actual altitude,

∆H = Href − H. The block diagram implementation of the ALH mode with an

inner PAH mode is shown in Figure 3.2. The turn compensation block is used to

compensate for loss of lift due to a turning maneuver. The utility of this block will

become clear when we examine the results from a turning flight. A sample simulation

result is shown in Figure 3.3. It can be seen that the control strategy is able to

achieve the desired altitude with a very small error. The maximum and minimum

pitch angles have been limited to prevent the aircraft from exceeding limits on the

angle of attack, which in turn limits the rate of descent, recorded at about 150m/s

and the rate of ascent, which was recorded at about 80m/s.

3.4 Lateral Autopilot Modes Implementation

3.4.1 Roll Attitude Hold (RAH) with Turn Compensation

The roll attitude hold mode is a basic lateral autopilot mode. It serves as an

inner loop for other lateral modes. The deviation of the actual roll attitude from the

commanded attitude is fed back to the ailerons through proportional and integrating

controllers to ensure that the desired roll rate is reached. A roll causes an aircraft

to execute a turning maneuver with a non-zero side slip angle. A turn-coordination

loop is used to accomplish the following two objectives:

i. to suppress the side slip angle during turning maneuvers through appropriate

aileron and rudder deflections.

ii. to suppress the adverse yaw generated when a turn maneuver is initiated through

aileron deflections.

3.4.2 Heading Hold (HH)

The heading hold mode is used to maintain a certain heading of the aircraft.

This mode uses the RAH mode as the inner loop. A reference value of roll angle,
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Figure 3.2. Altitude hold
mode block diagram.
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ϕ, is computed by using the yaw angle feedback, ψ. This reference roll angle, ϕ,

is the difference between actual heading and the reference heading, ∆ψ = ψref − ψ,

multiplied by an amplification factor. The turn coordination loops help in suppressing

the sideslip angle and the adverse yaw. Figure 3.4 shows the Simulink implementation

for the HH mode with RAH inner loop and turn coordination. The results from

a sample simulation over a period of about 500s are presented in the Figure 3.5.

The series of heading angle changes was (π/2, π/4,−π, π/4). Figure 3.5(a) plots the

reference and the actual heading angles. It is clear from this figure that the rate of

change of the heading angle has been limited to prevent the roll angle from becoming

too large. A turn causes loss of lift and the altitude tends to drop. Figure 3.5(b) shows

how the turn compensation programmed in the ALH loop helps keep the altitude

within bounds. The trajectory of the aircraft as seen from above (horizontal plane)

is shown in Figure 3.5(c).

3.5 Navigation and Guidance

A simple autonomous aircraft mission can be defined as a sequence of “waypoints”

that the aircraft needs to visit in a given order. This sequence of points can be sup-

plied by the mission planner or generated online during execution. A waypoint is

usually characterized by its latitude, longitude, altitude, and velocity, but more com-

plex structure such as maneuvers to be performed on arrival at the desired location,

time at which the location needs to be reached etc. can also be established. The

navigation strategy implemented here is called “Waypoint Navigation”. In this navi-

gation scheme, the aircraft must pass through a sequence of predefined points in 3-D

space. The autopilot achieves this using the altitude hold mode from the longitudinal

control laws and heading hold mode from lateral control laws. As soon as a particular

waypoint is reached, the aircraft attempts to achieve the altitude and velocity for the

next waypoint. It is assumed that perfect information about the aircraft states is

available. If the aircraft states are not available, they can be estimated from sensors



39

P
si

_r
ef

H
ea

di
ng

E
rr

or
P

hi
_r

ef

R
o

ll 
A

tt
it

u
d

e 
H

o
ld

 L
o

o
p

Z
et

a_
re

f

T
u

rn
 c

o
o

rd
in

at
io

n

H
ea

d
in

g
 H

o
ld

 M
ai

n
 L

o
o

p

A
ile

ro
n

C
o

m
m

an
d

R
u

d
d

er
C

o
m

m
an

d

(K
r*

9.
80

66
5/

in
it_

x(
1)

)*
si

n(
u[

1]
)

K
ps

i

−
K

−

K
ph

i

−
K

−
K

he
ad

in
g

−
K

−

In
te

gr
at

or
1

K
ph

i_
i

s

In
te

gr
at

or

K
he

_i

s

D
ph

i
lim

ite
r

A
irc

ra
ft

rph
i

fli
gh

t p
at

h 
an

gl
e
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mode block diagram.

0 100 200 300 400 500 600
−1

−0.5

0

0.5

1

1.5

2

2.5

Time (s)

Y
aw

 a
ng

le
 r

ad
ia

ns

 

 
Actual
Reference

(a) Simulation result for heading hold

0 100 200 300 400 500 600
4500

4600

4700

4800

4900

5000

5100

5200

5300

5400

5500

Time (s)

al
tit

ud
e 

(m
)

 

 
Actual
Reference

(b) Altitude change during turning flight

−0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

x 10
4

−0.5

0

0.5

1

1.5

2

2.5

3
x 10

4

North position (m)

E
as

t p
os

iti
on

 (
m

)

 

 
Trajectory

(c) Trajectory in horizontal plane

Figure 3.5. Turning flight.



40

such as GPS for latitude, longitude, and altitude information, gyroscopes for sens-

ing angular rates, pressure sensors for measuring altitude and velocity, accelerometer

for measuring accelerations, magnetic heading sensors etc. This navigation strategy

provides all the necessary inputs for the autopilot to operate.

WP 2

WP 1

Global North

ζ

Ve

Heading error ζerr

Figure 3.6. Line Of Sight Guidance strategy.

A simple Line Of Sight (LoS) guidance strategy is implemented. According to

this strategy, at any instant, the aircraft attempts to follow the line joining its cur-

rent position and the waypoint to which it is headed. The strategy is explained in

Figure 3.6. The heading error, ζerr, is calculated by observing the difference between

the actual flight path angle, ζ, of the aircraft and the angle between the line joining

the aircraft with the waypoint it is trying to reach and the global north.

When an aircraft reaches within 200m radius of the target point, the waypoint

is assumed to have been reached and the aircraft starts heading towards the next

waypoint.
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A combination of ALH and HH can be used to make the aircraft accomplish a

mission defined by a series of waypoints. The block diagram for the entire control

setup is shown in Figure 3.7. The functions of each of the blocks in Figure 3.7 are as

follows:

1. Aircraft: This block contains the nonlinear equation of motion for simulating

an F-16 model as derived in Appendix A.

2. Heading Hold: This block contains the HH mode control and generates com-

mands for the ailerons and rudder.

3. Altitude Hold: This block contains the ALH mode control and generates com-

mands for the elevators.

4. Velocity Hold: This block contains a simple proportional controller to maintain

the desired velocity and generates a command for the engines.

5. Waypoints: This block supplies the user defined waypoints to the reference

generator.

6. Reference Generator: This block generates altitude and heading errors depend-

ing on the current altitude and heading and reference altitude and heading, as

supplied by the guidance strategy discussed above.

A simulation was performed with waypoints to be navigated given in Table 3.1. Fig-

ure 3.8(a) shows the performance of the lateral and longitudinal control loops in the

three-dimensional space. The aircraft starts off from coordinates (0, 0, 5000)m to-

wards north with a velocity of 150m/s. The controller tries to maintain the velocity

at a constant value using the thrust action and no constraints are placed on the time

required to reach a certain waypoint. Figure 3.8(b) shows the performance in the

horizontal and vertical planes. It is clear that the longitudinal and lateral modes are

strongly coupled for this aircraft.
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Table 3.1 Waypoints.

North position (m) East position (m) Altitude (m)

5000 5000 5000

10000 0 5500

5000 -5000 4500

0 0 3500

5000 10000 5000

3.6 Hydraulic Actuator

We begin by developing a full nonlinear model for a hydraulic actuator as a

first step. Figure 3.9 shows the schematic used for developing the mathematical

model. The nonlinear equations of motion of a double rod hydraulic actuator are

given as [111],

mẍL = PLA− bẋL − Ffc + f̃ (3.3)

Vt
4βe

ṖL = −AẋL +QL (3.4)

where xL is the displacement of the piston, PL = P1 − P2 is the load pressure of

the cylinder, A is the ram area of the cylinder, Ffc represents the modeled Coulomb

friction force, and f̃ represents the external disturbances such as unmodeled friction

forces. QL is the load flow and is related to the spool displacement as follows [111]:

QL = Cdwxv

√
Ps − sgn(xv)PL

ρ
(3.5)

where Cd is the valve orifice coefficient of discharge, w is the spool valve area gradient,

Ps is the supply pressure, and ρ is the density of the hydraulic fluid. xv is the

displacement of the spool of the directional proportional valve with the dynamics

expressed as a second order system with natural frequency ωv and damping ratio ζv.
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Figure 3.9. Schematic of servovalve controlled hydraulic actuator used
for mathematical modeling.

ẍv + 2ζvωvẋv + ω2
vxv = kvω

2
vu (3.6)

where u is the voltage input to the valve and kv is the valve gain.

Scaling of state variables can sometimes be very important in minimizing numer-

ical errors and scaling also facilitates gain tuning [112]. For this purpose, new scaling

factors for the load pressure and valve opening are introduced as P̄L = PL/Sc3 and

x̄v = xv/Sc4 , where Sc3 and Sc4 are the constant scaling factors. The system equations

(3.3)–(3.4) and (3.6) can now be written as

ẍL =
ASc3

m

(
P̄L − b

ASc3

ẋL − Ffc

ASc3

)
+ d (3.7)

d =
1

m
f̃

˙̄PL =
4βe
Vt

Sc4√
Sc3

Cdw√
ρ

[
− 1

Sc4

√
Sc3

√
ρ

Cdw
AẋL (3.8)

+ g3
(
P̄L, x̄v

)
x̄v

]
(3.9)

¨̄xv = − 2ζvωv ˙̄xv − ω2
v x̄v +

kv
Sc4

ω2
vu (3.10)

where g3
(
P̄L, x̄v

)
=
√
P̄s − sgn(xv)P̄L and P̄s = Ps/Sc3 . State variables x =(

x1 x2 x3 x4 x5

)T
,
(
xL ẋL P̄L x̄v ˙̄xv

)T
are then defined. The state space

form of the system can be expressed as
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ẋ1 = x2

ẋ2 = θ1
(
x3 − b̄x2 − F̄fc

)
+ θ2 + d̃

ẋ3 = θ3
(
−Āx2 + g3x4

)
(3.11)

ẋ4 = x5 (3.12)

ẋ5 = 2ζvωvx5 − ω2
vx4 + K̄vω

2
vu

where

P̄L =
PL

Sc3

x̄v =
xv
Sc4

˙̄xv =
ẋv
Sc4

K̄v =
kv
Sc4

θ1 =
ASc3

m
b̄ =

b

ASc3

(3.13)

θ2 = dn θ3 =
4βe
Vt

Sc4√
ρ

Cdw√
Sc3

Ā =
1

Sc4

√
Sc3

√
ρ

Cdw
A

The techniques developed in this research are suited to address faults that can

be modeled in a parametric form. In most dynamical systems, if a fault affects the

physics of the system, then it is possible to find an approximate parametric equation

to describe the effects of the fault. The uncertainty in the fault model can be dealt

with through a stochastic estimation process. More details on the estimation process

are presented in Chapter 5. For example, the internal/external leakage faults in a

hydraulic actuator develop due to wearing of the seal material and can be modeled

as parametric faults based on equations of the flow through an orifice [111].

1. Internal Leakage

Qleak = Ctm

√
|PL| sgnPL (3.14)

2. External Leakages

Qleak = Cem1

√
P1 − Pr (3.15)

Qleak = Cem2

√
P2 − Pr (3.16)
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where Ctm represents the coefficient of the total internal leakage of the cylinder.

Similarly, Cem1 and Cem2 represent the coefficients of external leakages for the two

chambers of he cylinder. For internal leakage,

Ctm ∝ xvleak (3.17)

or Ctm = kqxvleak (3.18)

xvleak is a linear function of the area of leakage, aleak. Introducing the internal leakage

in the system equations (3.11), the following is obtained:

ẋ1 = x2

ẋ2 = θ1
(
x3 − b̄x2 − F̄fc

)
+ θ2 + d̃

ẋ3 = θ3

(
−Āx2 − C̄tm

√
|x3| sgn(x3) + g3x4

)
(3.19)

ẋ4 = x5

ẋ5 = 2ζvωvx5 − ω2
vx4 + K̄vω

2
vu

where

C̄tm =

√
Sc3

Sc4

√
ρ

Cdw
Ctm (3.20)

Because of the symmetry of the double rod actuator, the dynamic components of the

pressures, P1 and P2, in the two chambers of the cylinder are combined in one equation

given in (3.4). For introducing the external leakage, the two pressure equations need

to written separately since the leakage in one chamber directly affects the dynamics

of that chamber only.

V1
βe
Ṗ1 = −AẋL − Ctm

√
|PL| sgn(PL)− Cem1

√
P1 − Pr +QL (3.21)

V2
βe
Ṗ2 = −AẋL − Ctm

√
|PL| sgn(PL)− Cem2

√
P2 − Pr −QL (3.22)

Pr is the return line pressure.

As the operation of the piston continues, the faulty seal will erode further. This

erosion is reflected by an increase in aleak, which leads to reduced performance and

eventually complete failure. In the next sections, models for the seal wear as a function

of the states of the system are developed.
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3.6.1 Wear Model

Few studies are available on the wear rate of a faulty seal in a hydraulic actuator

[103, 107, 113]. It is assumed that the seal is made of unfilled PTFE material. An

empirical model is implemented in a lookup table as a function of the force acting on

the seal, the velocity of the piston, and the distance traveled by the piston. The typical

wear behaviour of an unfilled PTFE seal is given in [103] and is shown in Figure 3.10.

As is clear from Figure 3.10, the wear rate for a piston with lower velocity for the

same displacement and force will be lower. Hence, it might be possible to sacrifice

some performance for increased seal life.

10
−3

10
−2

10
−1

10
0

0

2

4

6

8

10

x 10
−4

w
ea

r 
ra

te
 m

m
3 /N

/m

piston velocity m/s

Figure 3.10. Wear rate of an unfilled polytetrafluoroethylene (PTFE) seal [103].
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3.6.2 Aerodynamic Force

The aerodynamic distributing load FL acting on the control surfaces is modeled

as in [114]:

Fext = 2KLq̄Ch(α, δ)M
∗(M, δ) (3.23)

where q̄ is the dynamic pressure. The nonlinear hinge moment coefficient is captured

in Ch and depends on the angle of attack, α, and the control surface deflection δ. A

typical lookup table associated with Ch is shown in Figure 3.11. The multiplier M∗

captures the effect of the mach number, M .
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Figure 3.11. Variation of Ch is a function of angle of attack α and
control surface deflection δ [114].

3.7 Model Simplification

It is important to validate and verify the control strategies that are developed

by implementing them on actual test hardware. Since some of the equipment is not
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available in a laboratory setting (e.g. an aircraft), for validation purposes, the air-

craft model also needs to be simulated. Thus, the control and optimization strategies

developed need to run in real-time together with the aircraft simulation model. Simu-

lating a full nonlinear aircraft model is computationally expensive because of the time

step requirements of the hydraulic controller. To ensure real-time implementation,

the aircraft model developed in section 3.1 was linearized around an altitude of 10000

ft (3048 m) and a velocity of 500 ft/s (152.4 m/s); and only the longitudinal modes

were selected. The state equations thus obtained are given below:

ẋ = Ax+Bu

y = Cx (3.24)

where,

A =



0 500.0 −0.0000 −500.0 0 0 0

0 0 0 0 1.0 0 0

0.0001 −32.1700 −0.0130 −2.9483 −1.0283 0.0016 0.1018

0.0000 0.0000 −0.0003 −0.7506 0.9281 −0.0000 −0.0016

−0.0000 0 0.0000 −1.8365 −1.0271 0 −0.1335

0 0 0 0 0 −1.0 0

0 0 0 0 0 0 −20.2



B =



0 0

0 0

0 0

0 0

0 0

1.0000 0

0 20.2000



C =



1 0 0 0 0 0 0

0 π
180 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 π
180 0 0 0

0 0 0 0 π
180 0 0
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Figure 3.12. Block diagram of the combined models and their interactions.

x =
(
h θ vt α q δt δe

)T
, u =

(
ut ue

)T
. The description of states and inputs

is given in Tables 3.2 and 3.3. The combined model of the aircraft, the actuator, and

Table 3.2 States.

Symbol Description

h altitude

θ pitch angle

vt speed

α angle of attack

q pitch rate

Table 3.3 Inputs.

Symbol Description

δt thrust

δe elevator deflection

ut input to engine

ue input to elevator spoolvalve

the fault is shown in Figure 3.12. The arrows show the direction of information and

signal flow in the model. This diagram will be revisited in Chapter 5 dealing with

control development and implementation. It should be noted that only the aircraft



52

model is linearized; all other nonlinearities such as rate limits, saturation limits, and

delays due to aircraft actuators are still present. Furthermore, the hydraulic actuator

model is a fully nonlinear model.
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4. EXPERIMENTAL SETUP

This chapter will present an overview of the hardware-in-the-loop simulation, its com-

ponents, and its requirements. A detailed design of the experimental setup will be

presented followed by the implementation process and system identification proce-

dure.

4.1 Hardware-in-the-loop

Full software simulation of a system typically requires a high fidelity model of

all the system components. In some cases, subsystem models cannot be adequately

characterized by mathematical models. For example, actuator dynamics are often

hard to model with nonlinearities such as friction, dead zone, hysteresis, etc.; embed-

ded microcontrollers with a resident code are also difficult to take into account. In

such cases, it is appropriate to embed the actual system as it is into the simulation

environment creating a hardware-in-the-loop simulation (HILS). Use of HILS, where

actual hardware is embedded into the simulation, was first investigated in aircraft and

space applications, and is slowly percolating to other industries. Onboard-controller-

in-the-loop simulation (OILS) is also a popular strategy. Often HILS is also used to

include OILS. When hardware devices or humans are embedded into a simulation, the

simulation of all its components must proceed in “real-time”. The words “real-time”

indicate the simulation of each component is performed such that input and output

signals show the same time dependent values as in real world dynamic operation.

The basic principle of HILS is that some subsystems are physically embedded

within a real-time simulation model. In HILS, the embedded system can be thought

of as being fooled into thinking that it is operating in the real-world with real in-

puts and outputs, in real-time. A software with real-time simulation capabilities and
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hardware with necessary communication abilities (A/D,D/A converters for communi-

cations with analog signals and digital ports for communication with digital signals)

are both necessary to perform HILS [115]. While performing HILS for a real sys-

Actuator

Sensors

PlantController
Reference Output

Figure 4.1. Block diagram of an actual system.

Reference
Controller Actuator Plant

Sensors

Output

Real

Simulated Simulated Simulated

Simulated

Real Real

Real

Figure 4.2. Hardware-in-the-loop simulation of system shown in Figure 4.1.

tem, control system hardware and software usually comprise the real system. The

controlled process consisting of physical systems and sensors can then be either fully

or partially simulated. Figure 4.1 shows the block diagram and signal flow for a real

system and Figure 4.2 shows some possible combinations of HILS for this system.

Frequently, some actuators are real, and the process and sensors are simulated. The

reason is that actuators and control hardware often form one integrated subsystem.

Also, actuators are difficult to model precisely and simulate in real-time. The use of
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real sensors together with the simulated process may require considerable realization

efforts because no real sensor input exists and it must be generated artificially. When

the actual controller is included in the hardware in HILS, the simulation is called an

onboard-controller-in-the-loop simulation (OILS) or OBC-in-the-loop simulation.

4.1.1 Advantages of HILS

Hardware-in-loop-simulation studies are frequently used in some industries (e.g.

aerospace, automotive, and chemical) for testing system components when full system

tests may be limited in scope because of constraints in terms of safety or availability

of a complete system for testing purposes. The various advantages of doing hardware-

in-the-loop simulations are as follows [116]:

• Design and testing of the control hardware and software without the need to

operate the real process (moving the process field into the laboratory)

• Testing of the control hardware and software under extreme environmental con-

ditions in the laboratory (e.g. high/low temperatures, high accelerations and

mechanical shocks, aggressive media, electromagnetic compatibility)

• Testing of the effects of the faults and failures of actuators, sensors and com-

puters on the overall system

• Operating and testing of extreme and dangerous operating conditions

• Reproducible experiments, frequently repeatable

• Easy operation with different man-machine interfaces (e.g. in cockpit-design

and in the training of operators)

• Saving of cost and development time
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4.1.2 Historical Development

The first approaches to HILS were first realized for real-time simulation of in-

struments with a fixed cockpit linktrainer in 1936, and later on to move a cockpit

according to aircraft motions for the training of pilots. Here, the cockpit and the pilot

were real, and the motions were generated by electrical and hydraulic actuators. The

first generation HILS used analog tube controllers and analog motion simulations,

which were subsequently replaced by analog computers and then digital computers

in 1953.

HIL motion simulators were also built for the dynamic testing of vehicle com-

ponents (e.g. suspensions, bodies) with hydraulic or electrical actuators (testing

machines); for example, to simulate the excitation of the wheels by a road surface.

Another interesting type of HIL motion simulation is vehicle driving simulations. Dy-

namic motor teststands, where the engines are real and the vehicles and gears are

simulated by some other hardware (an electrical DC or AC motor) together with a

digital computer, are a special kind of HIL simulator.

With the development of digital electronic control systems for vehicles, for exam-

ple, ABS (Antilock Braking Systems) for brakes, and TCS (Traction Control System)

for drive chains and automatic gears, the associated HIL simulators followed various

stages of development. First versions used high-performance workstations and pro-

cess computers. However, the amount of real-time simulation was very limited. The

availability of parallel computers, in the form of transputers, Reduced Instruction Set

Computers (RISC) processors with onchip RAM, high-speed communication links,

and more efficient Digital Signal Processors (DSP) then opened the way for real-time

simulation of complete hydraulic systems, sensors, actuators, and suspension systems.

Further research showed how more complex, comprehensive mechanical systems can

be simulated in real-time by parallel computers; examples include multi-body sys-

tems, brake systems, and combustion engines. Some of these HIL simulations were

in-house developments within companies, especially in the fields of aircraft and auto-
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mobiles. Typical configurations consist of either transputer or DSP cards, a host PC

and special processes, sensors, and actuators [116].

4.1.3 HIL System Components

An HIL simulation requires three main components to function: the simulation

model, the control system and the input/output interface. The basic breakdown of

these components is given below:

1. Simulation model: For real-time simulation, dynamic models for the subsys-

tems are required. Several compromises have to be made with regard to model

complexity and calculation time. There are two main ways of developing math-

ematical models [116]:

(a) The first method is theoretical modeling based on physical laws and ex-

pressed by equations. After simplifying assumptions, these equations are

stated for single process elements. They can be divided into balance

equations for mass, energy and momentum, constitutive equations for

sources, transformers and converters, and phenomenological equations for

irreversible processes like dissipative elements or sinks. The interconnec-

tions of the process elements are described by continuity equations (node

law) and compatibility equations (closed circuit law). Based on these equa-

tions, an overall model can be developed. For lumped-parameter systems,

the process model can be represented in either state-space form or in-

put/output form, i.e. differential equations or transfer functions. For

distributed-parameter systems, in general partial differential equations are

obtained.

(b) The second method is experimental modeling or model identification. The

model structure and parameters are extracted from input/output signals

through minimization of error between the process and the model. The

advantage of experimental modeling is that less time is consumed in the
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development of the process. However, the quality of the models is highly

dependent on the use of appropriate model structure assumptions, and on

the measurement data used.

2. Control system: The control system developed for HILS applications is almost

always the real system. This is because it is easy to transfer a control sys-

tem from a test setup to a real process model after extensive testing, provided

the implementation hardware is comparable. It can also help in the selection

of hardware based on the computational, input/output, and memory storage

requirements [117]. The control strategy is usually formulated and tested in

an offline simulation environment such as Simulink or LabView. This is called

Software-in-the-loop (SITL) configuration. The control source code can also

be compiled into a pure software simulation environment allowing testing and

validation without tying the hardware.

3. I/O card and signal interface: The simulated sub-systems (digital domain) in

the HIL simulation need to exchange data with hardware (analog domain) or

real sub-systems. This can be achieved using I/O cards and other interfaces

like serial and parallel port. Depending on the chosen HIL simulation scenario

different types of analog signals must be converted to digital domain and vice

versa. A/D and D/A converters are used to give signals to the controller exactly

in the same form as it will get if connected to the real process. The main roles

of signal interface design are [118]:

(a) to adjust the voltage range of the selected signals to the voltage range of

A/D and D/A converters

(b) to transform signals from differential to single-ended formats and vice versa

(c) to electronically isolate appropriate physical subsystems which are simu-

lated or not used from the other physical subsystems which are included

in the selected HIL simulation scenario
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4.1.4 HIL System Requirements

The components of the HIL system must satisfy following requirements in order

to generate realistic simulations and results:

1. Simulation model: The following are the requirements caused by simulation

model [119]:

(a) The simulation model should include all essential dynamics of the real

system. Usually the accurate model is computationally expensive and the

computational power of the HIL hardware must be high

(b) The required computational power depends on the complexity of the model,

the integration algorithm and the simulation time step

(c) A suitable time step can be determined by off-line simulation by comparing

the responses of the simulation model with different time steps. The time

step depends also on the integration algorithm such that longer time steps

can be used with higher order algorithms

(d) Numerical accuracy in the off-line and real-time simulation can be different

because of different floating point numbers

(e) If single precision is used then very small time steps should be avoided,

because it can cause errors

2. I/O card and signal interface: The requirements caused by analog sensors are

moderate. Analog measurement signals can be generated from the model by

DA-converters. The resolution of the DA-converter must be at least as high

as the resolution of the AD-converter of the controller. Similarly, the analog

output generated by the controller can be imported into the simulation model

via AD-converter. The resolution of the AD-converter of the HIL hardware

must be at least as high as resolution of the DA-converter of the controller

card [119].
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3. Selection of time step: The following points need to be remembered [119,120]:

(a) The simulation time step must be such that numerical integration is accu-

rate enough

(b) Simulation time step also depends on the sample time of the controller.

Sampling causes an error which has a maximum value equal to the simu-

lation time step. In order to keep the error small, the simulation time step

is at maximum one fifth of the controller sample time. This rule can be

relaxed if the controller is not sensitive to time delays

(c) If sufficiently small simulation time cannot be achieved, the simulation

model must be simplified

4.2 Experimental Setup

This part of the chapter will provide details of the experimental setup used in

the HIL simulations designed to validate the control strategies. We begin by giving

the requirements the experimental setup must fulfill. A design will then be presented

based on these requirements.

4.2.1 Requirements

Since it is not possible to test an actual aircraft in the laboratory setting, we

choose the hydraulic actuator which powers the control surfaces, the sensors, and the

controller as the real system. The software simulation contains the aircraft model

and generates commands for the actuator. Thus the processor must be capable of

running both the controller and the aircraft model in real-time. An aircraft actuator

experiences varying aerodynamic loads depending on various aircraft states. The

experimental setup must be able to simulate these realistic distributed aerodynamic

loads acting on the control surfaces (Section 3.6.2). And finally the design must also

facilitate introduction of different types of faults as listed in Section 2.2.4.
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4.2.2 Components

Based on the above requirements, the components required to realize the HIL

simulator are:

1. Hydraulic cylinders which would act as the control surface as well as to apply

aerodynamic loads,

2. Directional proportional valves to control the hydraulic cylinders,

3. Position, pressure, temperature sensors, and flow meters to measure desired

states and supply them to the controller,

4. Hydraulic power unit to supply fluid at rated pressure and flow rate,

5. Real-time processor to run the aircraft model and the controller, and

6. A visualization and control interface for interaction.

4.2.3 Mechanical Design

Using the requirements and the components, a design is proposed as shown in

Figures 4.3 and 4.4. Figure 4.3 shows the hydraulic circuit diagram for the control

surface actuator loop. This is the main loop in which the position and velocity are

controlled. All the faults and failures are simulated in this loop. The loads are

simulated using another circuit as shown in figure 4.4. These cylinders of these two

circuits are connected end to end using a load cell. These two circuits are powered

using the same hydraulic power supply. Figure 4.5 shows a picture of the experimental

setup. The left part is the actuator cylinder and the right side the load cylinder. The

system has the ability to simulate following faults:

1. leakage between the two hydraulic actuator chambers,

2. partial/complete blockage between supply and return lines,
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3. proportional control valve malfunction,

4. changes in the rated supply pressure,

5. changes in the rated supply flow rate,

6. changes in the cylinder friction and damping coefficients,

7. external leakages,

8. internal leakage in the pump,

9. cracked actuator resulting in limit on the maximum force that can be applied

by the actuator.

User-defined functions can also be implemented on some the fault producing compo-

nents to simulate fault growth. A glossary of symbols used in this figure is given in

Appendix B. The description of the mechanical components labeled in Figures 4.3

and 4.4 and their necessity is explained below:

1. Hydraulic power unit (Label 1) is a combination of a hydraulic pump driven by

a prime mover usually an electric motor. The purpose of this component is to

provide a constant supply of hydraulic fluid either at constant pressure and/or a

constant flow rate. This application will have a pressure compensated variable

displacement axial piston pump. Pressure compensation is required because

the pump must power two circuits at the same time: (a) the actuator circuit

and (b) the load circuit. Variable displacement is needed to avoid power loss

when the load requires less than full flow or full pressure. The maximum system

pressure will be limited to 100 bar and flowrate to 20 litres per minute. The

maximum system pressure should be around 60% of what the pump can supply

to accommodate unexpected demands [121]. The pump is rated at 300bars at

60 litres per minute. The unit can be used to introduce fault numbers 4 and 5

electronically.



63

Figure 4.3. Schematic of the actuator circuit used to simulate the
aircraft control surface. This circuit forms part of the hardware in
the HIL simulation and is used to simulate different hydraulic fault.

2. Hydraulic fluid storage (Label 2) is the component where the fluid is stored and

conditioned before being picked up by the pump. The conditioning may include

cooling, filtering, reducing turbulence etc. The size of the storage tank varies

according to the application. It is proposed to use a 100 liter storage tank for

this study.

3. Pressure relief valve (Label 3) is a proportional solenoid operated valve used to

limit the system pressure and prevent excess pressure buildup from damaging

expensive equipment. The valve thus must have a maximum pressure limit

greater than the maximum system pressure. This component can also be used

to maintain a system pressure lower than that supplied by the pump. The
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Figure 4.4. Schematic of the load circuit used to simulate aerodynamic
forces on the aircraft control surfaces.

valve is a safety feature, but can also be used to introduce fault number 4. The

pressure relief setting is adjusted to about 200 psi above the pump pressure

setting.

4. Hydraulic cylinder (Label 4) is a double acting double rod cylinder. The speci-

fications are based on the maximum force that the actuator needs to apply and

the speed with which the actuator must move the load. In the laboratory setup,

the maximum force will be limited to 10 kN and the speed will be limited to

0.5 m/s. The internal and external diameter of the cylinder are 28 mm and 40

mm respectively. The stroke is 300 mm.

5. Directional proportional valve (Label 5) is a direct solenoid operated valve used

to control the flow of the hydraulic fluid and in turn control the position and
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Figure 4.5. Picture of the experimental test bench showing both the
load (right of the center) and actuator circuits (left of the center).
The load and actuator cylinders are connected with a load cell.

velocity of the actuator cylinder. The valve must meet the following require-

ments: (a) it must supply the position signal of the spool so that a feedback

loop can ensure the correct spool position; (b) when there is any kind of failure,

the valve must allow free movement of the actuator against load, and; (c) it

must allow multiple loads to be operated in parallel. For this reason, the center

or the default position of the valve must be float center type, i.e., the ports

connected to the actuator cylinder must drain to a tank and the pump port

must be blocked [121]. Fault number 3 can be simulated electronically using

this component. This valve is a very high precision valve with a response band-

width of up to a 100 Hz. This was chosen to allow precise and fast position

control.

6. Flow control (Label 6) is an electronically operated directional proportional

valve. It connects the two chambers of the actuator cylinder and is used to
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model internal leakage due to a faulty seal (Fault number 1). This is also a

precision, high bandwidth valve to allow precise control over the internal leakage

fault.

7. Flow control (Label 7) valves are simple needle valves used to control the flow

rate in corresponding lines. They can be used to simulate external leakage at

the two ports of the actuator cylinder (Fault number 7) or to limit the flow rate

to the system (Fault number 2) or to simulate internal leakage inside the pump

(Fault number 8). These valves cannot be controlled electronically.

8. Directional proportional valve (Label 9) is another direct solenoid operated

valve just like the valve labeled 5. The only difference is that this valve forms a

part of the load circuit and the center position is a closed center. In this type

of valve, all 4 of the ports are blocked. This center position ensures that the

pump port is blocked so that multiple circuits can be run in parallel [121]. In

the initial design a cheaper lower bandwidth valve was utilized in the design

with a bandwidth of 20 Hz. This is because precision control is not required in

the load part of the circuit.

9. Pressure relief valve (Label 10) are incorporated to ensure that excess pressure

does not build up in the two chambers of the load cylinder. This component is

a safety feature.

10. Pressure reducing valve (Label 11) is a proportional solenoid operated valve.

This valve is connected at the inlet of the load circuit to reduce the maximum

pressure in the load circuit compared to that in the main actuator circuit. This

arrangement is to ensure that load does not apply force that cannot be overcome

by the actuator.
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4.2.4 Electrical Design

The mechanical part of the system must integrate seemly with the electrical part

to allow precise measurement and control of the moving parts. A real-time proces-

sor is also required to run simulation models, identification and control algorithms.

Furthermore, an interface is needed in form of A/D, D/A cards for the analog part

including sensors and actuators to interact with the digital part which includes the

processor. Following list describes the electrical subsystem design :

1. Flow meters (Label f1–f4), as the name suggests is used to measure the flow rate

through the hydraulic line. Flow rate measurements are essential to determine

the valve parameters and leakage fault sizes. The flow meters ranges have

been selected to ensure maximum accuracy in the entire operating range (0–8

ltrs/min).

2. Position sensor (Label 8) is fixed to the hydraulic cylinder so that precise posi-

tion measurement can be performed and utilized in the feedback control algo-

rithms. The range of the position sensor is chosen so as to cover the complete

stroke of the hydraulic cylinder. The theoretical position accuracy is about 0.1

mm.

3. Pressure sensors are needed to measure supply line pressure, return line pressure,

and pressures in the chambers of the cylinders. The pressure sensors utilized

have an operating range of 0-200 bars.

4. Temperature sensors are needed to track the oil temperature. The physical

properties of the hydraulic oil such as bulk modulus, viscosity, etc., have high

sensitivity to temperature. High temperature also degrades the oil faster reduc-

ing useful system life and increasing the probability of failure.

5. Load cell is used to measure the forces exerted by the load circuit on the actuator

circuit and use the measured value in the force feedback control loop.
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6. Real-time processor is need to run the aircraft model, the fault identification

algorithm, and the control strategies. The size of the processor and the on-

board memory should be sufficient for real-time operation. A dSPACE DS1005

processor board is used for the current application. The board provides sufficient

bandwidth to execute the required programs in real-time and the capability to

expand if required.

7. I/O cards are required for the digital domain and the analog domain to interact.

The number and type of outputs and inputs from the processor are give in

Tables 4.1 and 4.2. The I/O card consists of 32 channel A/D single ended

Table 4.1 Inputs to the data acquisition system, which are outputs of
the experimental setup.

Inputs

Sensor Output Type Output

min (V)

Output

max (V)

Nos.

Flow meter Digital -25 25 3

Position Analog 0 10 4

Pressure Analog 1 5 5

Temperature Analog 0 5 2

Load cell Analog 0 .020 1

board with a ±10 V range and 8 channel digital I/O board with TTL (±5 V)

range for the inputs and a 32 channel D/A board with a±10 V range for outputs.

The output of the load cell and the flow meters is not compatible with the I/O

card. An instrumentation amplifier was constructed using INA125 to amplify

the load cell output to 0–10 V and a voltage comparator was constructed using

LM339 to bring the ±25 V square wave signal down to TTL level. Figure 4.6

shows the I/O cards.

The block diagram representing the HIL implementation is shown in Figure 4.7.
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Table 4.2 Outputs from the controller, which act as inputs to the
experimental setup.

Outputs

Component Input Type Input min

(V)

Input max

(V)

Directional Proportional

Valve (actuator)

Analog −10 10

Directional Proportional

Valve (load)

Analog −10 10

Directional Proportional

Valve (leakage)

Analog −10 10

Pressure Relief Analog 0 10

Pressure Reducing Analog 0 10

Figure 4.6. Picture of I/O box for the experimental setup. Top box
has a D/A convertor and a digital I/O, while the bottom box hosts
A/D convertors.
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Figure 4.7. Diagram depicting layout of different blocks to accomplish
the HIL implementation.

4.3 Implementation Steps

To realize the application undertaken in this research following general steps were

followed:

1. Theoretical modeling

2. Experimental setup design

3. System identification

4. Control development

5. Parameter tuning

Figure 4.8 shows the block diagram of the steps followed. The first two steps have

already been described. The rest of the chapter describes the system identification

process.

4.4 System Identification

System identification is a general term to describe mathematical tools and algo-

rithms that build dynamical models from measured data. A dynamical mathematical

model in this context is a mathematical description of the dynamic behavior of a

system or process in either the time or frequency domain. This process is important
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Figure 4.8. Schematic of the workflow followed to complete the implementation.

during the controller development stage to obtain an reasonable accurate mathemati-

cal model, so that thorough testing of the controller can be performed without the risk

of damaging expensive equipment. This would also ensure that when the controller

is implemented on the actual system, no unanticipated behaviour is observed. This

section describes a general system identification procedure and its application to the

hydraulic actuator setup described above [95]: A flowchart of the system identifica-

tion process is shown in Fig. 4.9. A series of experiments can be carefully designed so

that the most important properties are clearly observable. Some of the requirements

and issues with performing the experiments are discussed here.

4.4.1 Pre-identification

A pseudo-random binary signal (PRBS) is widely used in system identification for

exciting linear systems. PRBS signals are periodic signals containing two amplitude
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Figure 4.9. Schematic of the system identification process.

levels that closely imitate white noise. Thus, these signals excite all frequencies and

are not correlated with noise signals resulting in bias free estimates. However, in the

case of nonlinear systems, these signals fail to excite all the amplitudes and important

information might be lost. For such systems, other types of random excitation signals

are recommended:

• independent sequences with a Gaussian uniform distribution,

• Pseudo-random multi level signal (PRMS), where the level is changed at each

N th
s sampling instant, or

• chirp signals.
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For most of the identification process, the pseudo-random multi level signal was used.

4.4.2 Sampling Interval

The choice of sampling interval is a trade-off. A very small sampling time can

give large amount of data in small time intervals, but can introduce problems due

to numerical ill-conditioning of estimation parameters, or can cause the system to

become non-minimumphase. On the other hand, a large sampling interval will contain

very little information about high frequency dynamics, but will allow smoother, rapid

tracking will smaller control effort. As a rule of thumb, sampling interval is chose to

be 10-20% of the settling time of the step response. For hydraulic systems, the usual

range selected is in the range of 1-2 ms.

4.4.3 Data Conditioning

Raw data often needs to be conditioned before processing. Conditioning may

include filtering, removing outliers, removing mean, scaling for numerical robustness

etc.

4.4.4 Model Structure

System models based on complete knowledge of the process are termed “white

box” models, whereas those based principally on experimental data are called “black

box” models. In the case of some systems, physical insight is available; however,

several parameters remain to be determined. Such systems fall under the category of

“grey box” model and system identification is needed to estimate these parameters.

A detailed nonlinear model of the hydraulic actuator was given in Chapter 3. The

dynamics of the three directional proportional valves, used for controlling the actu-

ator, the load, and the leakage, are identified first followed by identification of the

hydraulic parameters.
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4.4.5 Directional Proportional Valve

All the valves were modeled as linear second order systems from voltage input to

the valve displacement output [114,122].

xv
u

= Pv =
kvω

2
v

s2 + 2ζvωvs+ ω2
v

(4.1)

where, u is the voltage input, xv is the valve displacement, kv is the servo valve gain,

ζv is the damping, and ωv is the natural frequency. Since the model is known, we

use model based identification. In model based identification the error between the

outputs of the experimental result and the simulated result is minimized using an

optimization over the unknown parameters. The parameter values obtained are then

corroborated with the values given by the manufacturer. The initial values of the

parameters for the optimization were assumed to be

kv = 1 ωv = 15 ζv = 1

An example trajectory of the parameters during optimization is shown in Figure 4.10.

Figures 4.11, 4.12, and 4.13 shows the experimental and estimated responses of the

actuator, the leakage, and the load directional proportional valves based on PRMS.

The estimated parameters are listed in Table 4.3.

Table 4.3 Comparison of estimated parameters and manufacturer
specifications for the directional proportional valve models.

Valve kv ζv ωv for 100%

amplitude

(Hz)

Manufacture reported band-

width for 5% input (Hz) am-

plitude

Actuator 1.0039 1.0027 40.78 100

Leakage 1.0043 0.75 38.7 100

Load 0.9679 1.2599 6 20

As can be clearly noted from above figures, the second order model is able to

approximate the response of the valves very well.
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Figure 4.10. Parameter estimation trajectory for actuator directional
proportional valve dynamics.
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Figure 4.11. Validation of the estimated actuator valve model parameters.

Remark 4.1. There residual plots have spikes whenever there is a change in the po-

sition of the spool. This is because for small amplitudes, the valves have a very

high bandwidth. For example as listed in Table 4.3, the manufacturer lists 100 Hz
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Figure 4.12. Validation of the estimated leakage valve model parameters.
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Figure 4.13. Validation of the estimated leakage valve model parameters.

bandwidth for a 5% amplitude for the actuator directional proportional valve, where

as the identified bandwidth for the full range was about 40 Hz. Bandwidth for the

full range is expected to be lower than for a 5% amplitude and this lower bandwidth

should be utilized in the control development. If the higher bandwidth is utilized in
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control development, the controller will expect the valve to respond faster than would

be physically possible leading to oscillation in the response.

4.4.6 Hydraulic Parameters

Model of the double rod double acting hydraulic actuator with a servo valve was

in equations (3.4), (3.21), and (3.22). Neglecting the internal and external leakages,

the equation for the double rod actuator can be rewritten as:

Vt
4βe

ṖL = −AẋL +QL (4.2)

⇒ Vt
4βe

ṖL = −AẋL +
Cdw√
ρ
xv
√
Ps − sgn(xv)PL (4.3)

⇒
(
−ṖL xv

√
Ps − sgn(xv)PL

) Vt

4βe

Cdw√
ρ

 = AẋL (4.4)

Systems states xL, PL, and xv are available for recording through sensor measure-

ments. These measurements can be used to generate time series for ṖL and ẋL using

a differentiating filter given by

Hd =
s

1
(2πff )2

s2 +
2ζf
2πff

s+ 1
(4.5)

where ff , the filter frequency, which is chosen as 100 Hz and ζf , the damping coeffi-

cient, which is chosen as 0.8. Equations (4.2–4.4) can now be used to obtain following

the least-squares problem [96]:

Dx = b (4.6)
−ṖL(1) xv(1)

√
Ps − sgn(xv(1))PL

−ṖL(2) xv(2)
√
Ps − sgn(xv(2))PL

...
...

−ṖL(n) xv(n)
√
Ps − sgn(xv(n))PL


 Vt

4βe

Cdw√
ρ

 =


AẋL(1)

AẋL(2)
...

AẋL(n)

 (4.7)

Solution of this least squares problem gave estimates for the hydraulic parameters Vt

4βe

and Cdw√
ρ
. The results of 8 different runs is presented in Figures 4.14 and 4.15. The
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slight variation in the estimates between each run is expected due to the stochastic

nature of the measurement noise as well presence of unmodeled dynamics. Mean

values from these runs were utilized in the control development process.
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Figure 4.14. Variation of Vt

4βe
for eight different runs.

4.4.7 Frictional Force

Hydraulic cylinders have very large frictional forces because of the tight fit required

to seal the two chambers of the cylinder. The large magnitude of these forces make

identification of friction important. There is a large uncertainty in the estimate of

the friction forces which can vary based on direction of motion, velocity of motion,

position of the actuator, manufacturing tolerances and defects, etc. It is therefore

necessary to identify friction online during the control or fault identification process.

However as an exercise to understand the average nature of the frictional force, an

estimate is obtained from several constant velocity runs with velocity ranging between

.001 m/s to .5 m/s.
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Figure 4.16. Theoretical friction model.

The friction force is typically simulated as a function of relative velocity and is

assumed to be the sum of Stribeck, Coulomb, and viscous components, as shown in

Figure 4.16. The Stribeck friction, FS, is the negatively sloped characteristics taking

place at low velocities. The Coulomb friction, FC , results in a constant force at any
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Figure 4.17. Identified actuator friction force.

velocity. The viscous friction, FV , opposes motion with the force directly proportional

to the relative velocity. The sum of the Coulomb and Stribeck frictions at the vicinity

of zero velocity is often referred to as the breakaway friction, Fbrk. The friction is

approximated with the following equations:

F =
(
FC + (Fbrk − FC) e

−cv|v|
)
sgn(v) + fv (4.8)

where v is the relative velocity and cv is some coefficient. To identify the frictional

force between the piston and the cylinder, equation (3.3) is rewritten as follows:

bẋL − Ffc(ẋL) = APL −mẍL (4.9)

FTotal = APL −mẍL (4.10)

Figure 4.17 shows the results of the total force required to move the piston at a

given velocity. As can be seen the shape of the frictional force is similar to that shown

in Figure 4.16.
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5. CONTROL DEVELOPMENT AND IMPLEMENTATION

In this chapter control development for the longitudinal aircraft dynamics and robust

control for the hydraulic actuator will be presented. Mechanical and electrical issues

encountered during implementation and their solutions will also be presented. A

stochastic filtering based fault identification scheme will be presented leading into

development of an adaptive fault tolerant control for the hydraulic actuator.

Figure 5.1. Reflexive layer.

5.1 Longitudinal aircraft

The control structure developed for the velocity and the altitude loops of the

aircraft to allow way-point navigation in a longitudinal plane is similar to the structure
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developed for the full nonlinear model in section 3.2. To begin with, the structure

assumes simple first order dynamics for the actuators. The longitudinal dynamics

has two main loops: the velocity loop and the altitude loop. The tracking error in

velocity and altitude is defined as e =
(
ev eh

)T
.

The objective is for aircraft states to follow the reference, i.e. to obtain zero

steady state error in vt and h. This can be done by adding integrators in both loops.

However, the open loop system already has a few poles near the origin and adding

more poles will make the system difficult to control. The altitude loop is more critical

than the velocity loop, so an integrator is added only to the altitude loop as shown

in Figure 5.2. To pull the closed loop poles into the left half plane, a compensator

is added to the velocity loop. This implementation uses poles that are much faster

than the system poles. The compensator that is proposed is of the form:

wv

ev
=

Kvi

s+Kvi

+Kvp = Kvp
s+ 30 +Kvi/Kvp

s+Kvi

(5.1)

ut = wv + utff (5.2)

When the altitude is changed from the nominal condition, the steady state pitch

angle also changes from the nominal zero value. This steady state value is supplied

by the difference in the reference and actual altitudes. To make the steady state error

in altitude go to zero, a PI controller is introduced. A proportional and integrating

controller is also used to make sure that no steady-state error in θ, ∆θ remains. As

long as the error θ − θref is not equal to zero, the signal from the integrator will

increase, which leads to an increasing elevator deflection. The θ-feedback somewhat

decreases the damping of the short period mode, which is compensated for by adding

a feedback loop of the pitch rate (q) to the elevator. Angle of attach measurements

are usually very noisy, hence a wash-out filter is used to before the angle of attach

feedback:

we
h

eh
=
Khi

s
+Khp = Khp

s+Khi/Khp

s
(5.3)
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we
θ

we
h − θ

=
Kθi

s
+Kθp (5.4)

wα = Kα
10

s+ 10
(5.5)

ue = Kqpq + we
θ + wα + ueff (5.6)

where utff and ueff are the feedforward terms and are given by:utff
ueff

 = Kff

vtref
href

 (5.7)

Kff is a 2×2 matrix to allow cross-coupling between the velocity and altitude inputs.

Equations (5.1)–(5.7) can be written in state space form and augmented to the system

model given in equation (3.24). This augmented system is then used to formulate a

linear quadratic (LQ) design problem. The Simulink Response Optimization toolbox

Figure 5.3. Closed loop response shaping.

is then used to optimize the closed loop step response of the full model. The toolbox

allows for explicit specifications on the output performance and since the saturation

and rate limiting constraints are part of the model, there is no need to specify these
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constraints separately. The constraint bound data and tuned parameter information

are converted into a constrained optimization problem, which is solved using standard

gradient based methods. Figure 5.3 shows a sample constraint being applied on the

altitude output of the model.

5.2 Hydraulic Actuator

The nonlinear state space equations of motion of a double rod hydraulic actuator

derived in section 3.6 are repeated here:

ẋ1 = x2

ẋ2 = θ1
(
x3 − b̄x2 − F̄fc

)
+ θ2 + d̃

ẋ3 = θ3

(
−Āx2 − C̄tm

√
|x3| sgn(x3) + g3x4

)
(5.8)

ẋ4 = x5

ẋ5 = 2ζvωvx5 − ω2
vx4 + K̄vω

2
vu

As detailed in Chapter 4, the experimental setup has two parts: (i) the actuator loop,

and (ii) the load loop. Details of the robust position control and force control for the

actuator and the load loop respectively is presented in this section.

5.2.1 Robust Position Control

Because the hydraulic actuator operates on the principle of pressure difference in

the two chambers of the cylinder, it is natural to control the position by controlling

the pressure difference. A desired reference position trajectory is used to generate a

reference force trajectory, and a robust control strategy based on feedback linearizing

control of the pressure dynamics, equation (3.4), is then used to track the desired

force trajectory asymptotically. The spool dynamics are almost 10 times faster than

the hydraulic actuator dynamics and, hence, the spool dynamics can be neglected

and replaced simply by xv = K̄vu for position control purposes. By neglecting the

internal leakage dynamics, the force dynamics equation can be derived as follows:
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F = PLA (5.9)

⇒ Ḟ = ṖLA (5.10)

=
4βe
Vt
A (−AẋL +QL) (5.11)

=
4βe
Vt
A

(
−AẋL + Cdwxv

√
Ps − sgn(xv)PL

ρ

)
(5.12)

Define

ς =
4βe
Vt
ACdw

√
Ps − sgn(xv)PL

ρ
(5.13)

and let Fd be the desired force trajectory to be achieved. The following control input

is then considered:

xv =
1

ς

(
4βeA

2ẋL
Vt

+ Ḟd − kf (F − Fd)

)
(5.14)

A Lyapunov function is defined as

V =
1

2
kl(F − Fd)

2 (5.15)

and then differentiated,

V̇ = kl(Ḟ − Ḟd)(F − Fd) (5.16)

= kl

(
4βeA

2ẋL
Vt

+ ςxv − dotFd

)
(F − Fd) (5.17)

= −klkf (F − Fd)
2 (5.18)

producing a negative semi-definite function. Using Barbalatt’s Lemma, it can be

shown that the error F − Fd goes to zero exponentially [123]. The desired force

trajectory is chosen as follows:

Fd = mẍd − kv (ẋL − ẋd)− kp (xL − xd) + f̂ (5.19)

where xd is the desired position trajectory and f̂ is the estimate of frictional forces on

the cylinder. Using this trajectory, it can be shown that the position error is upper

bounded by e ≤
(
1
2

)
|δ| at steady state, where δ = f̂ − f̃ .
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5.2.2 Model Validation

To validate the developed model, the designed control strategy was implemented

on the simulation model and the experimental setup. The controller was implemented

without any external load. The control parameters that were used are given in Ta-

ble 5.1. Figures 5.4–5.6 show the comparison of the experimental and simulated

results for a randomly generated input signal. Figure 5.4 shows the reference trajec-

Table 5.1 Comparison of simulation and experimental control parameters.

Simulation Experiments

kv 1× 102 1× 102

kp 1× 106 1× 106

kf 80 30
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Figure 5.4. Trajectory following for simulation model and experimental setup.
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tory as well as simulation and experimental results for trajectory following. Figure 5.5

shows the trajectory following errors for simulated and experimental hydraulic actua-

tors. As is evident from the figure, both simulation and experimental results are very

similar. As expected, the experimental results are more noisy. The input compar-

isons shown in Figure 5.6 also validates the actuator model and verifies the controller

developed.

Remark 5.1. The kf parameter used in the experiments is smaller because that param-

eter defines the time constant of the error signal. Larger kf results in a smaller time

constant requiring larger system bandwidth for chatter free operation. This choice of

kf leads to chatter free operation in the experimental response characteristics. Sim-

ulation model allows for larger bandwidth than the physical system and hence the

larger kf . This is also evident from the input comparison shown in Figure 5.6, where

the simulation input has larger “noise”.

5.2.3 Robust Force Control

For force control, a simple PI controller with antiwindup is implemented as:

xvl = xv −
1

ς

(
−Kp(F − Fc)−Ki sat

(∫ τ=t

τ=0

(F − Fc)dτ

))
(5.20)

where xv is the input calculated for the actuator loop, equation (5.14). This term

acts as a feed-forward and improves the transient tracking performance. The second

term in the bracket ensure fast response and zero steady state error.

5.2.4 Mechanical Implementation Issues

The results for simultaneous force and position tracking are shown in Figure 5.7.

Although the position tracking performance during simultaneous force and position

tracking is very good, spikes are observed in the force trajectory following (Fig-

ure 5.7(a)). This appears to happen whenever there is a change in the position

(Figure 5.7(c)). The main reasons for these spikes are:
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Figure 5.7. Simultaneous force and position tracking in load and
actuator loops respectively, when they are connected together with a
load cell.

1. As was described in Section 4.2.3, the proportional valve for the force control

loop has a much lower bandwidth (20 Hz for 5% amplitude) as compared to the

directional proportional valve in the actuator loop (100 Hz for 5% amplitude).

This results in slower build up of pressure in the load cylinder chamber resulting

in a slight mismatch in the accelerations of the two cylinders, which causes the

spikes.
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2. The force control proportional valve also has a 20% dead-zone nonlinearity.

Although the system bandwidth is still much smaller than the valve bandwidths,

this nonlinearity causes the pressure in the position control loop to build up a

little faster than that in the force control loop, resulting in the spike. The spike

however quickly decreases to zero as the valve goes out of the dead-zone.

3. During initial design, a pressure reducing valve was introduced (Section 4.2.3,

Label 11) between the actuator and load parts of the experimental setup to

ensure that the actuator can always overcome the load. However this leads to a

lower supply pressure in the load part of the setup. Lower supply pressure also

leads to lower acceleration during position control leading to the spikes.

This problem was remedied through following steps:

1. The load directional proportional valve was replaced with one matching the

dynamic response characteristics of the actuator directional proportional valve

2. The pressure reducing valve was removed to reduce the pressure reduction and

consequently increase the supply pressure available to the load circuit.

3. The hoses connecting the actuator part of the setup to the load part were

replaced with larger diameter ones to further reduce the frictional losses.

Figure 5.8 shows the comparison of pictures before and after the redesign was com-

pleted. Of the three actions performed to improve the force tracking performance, the

second one involving removal of the pressure reducing valve was the most effective.

The results of simultaneous force and position tracking post mechanical modifications

are shown in Figure 5.9. As can be inferred from Figure 5.9(b), the force tracking

performance post hardware modifications is much better. The error spikes after the

modification are less than 40 N in magnitude for a much faster position tracking

trajectory compared to 300 N before the modification. These spikes are attributed

to slight mismatch in dynamic characteristics of the directional proportional valves
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(a) Picture of initial experimental setup design

(b) Picture of the experimental setup after modifications

Figure 5.8. Experimental redesign to improve simultaneous force and
position tracking performance.

controlling the actuator circuit and the load circuit. These difference are due to man-

ufacturing process and cannot be remedied easily. The spikes also decay in magnitude

almost instantaneously compared to those before the modifications. The modifica-
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Figure 5.9. Simultaneous force and position tracking after hardware modifications.

tion also allow application of forces which are higher in magnitude compared to those

before modifications.

5.3 Fault Identification

The leakage fault under consideration is the internal leakage fault. The fault is

modeled as a parametric fault and a nonlinear filtering technique is used to estimate

the states and parameters. The main advantage of this method is its ability to

identify incipient damage and provide a numerical estimate of the actual leakage
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Figure 5.10. Location and interaction of fault identification module
in the approach.

rate. This section gives a brief introduction to the Divided Difference Filter followed

by experimental results for fault identification.

5.3.1 Divided Difference Filtering

Although the Kalman Filter (KF) has been used to solve the problem of optimal

state filtering in linear models with Gaussian noise, there is no such solution avail-

able for non-linear systems. Instead, a number of estimators may be found in the

literature that are basically extensions of the KF based on approximations of the

non-linear system equations. The most prominent and widely used method among

these is the Extended Kalman Filter (EKF) [124–126], which is obtained by first or-

der linearization of the system equations so that the traditional KF can be applied

at each step. Extensive use of the EKF over the past few decades has shown that,

in several important practical problems, the first order approximation provides in-
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sufficient accuracy, resulting in significant bias or even convergence problems [127].

Moreover, the derivation of the Jacobian matrix, which is necessary for the first order

approximation, is non-trivial in many applications.

Recently, efficient derivative free filtering techniques, which do not require evalua-

tion of the Jacobian matrix, have been proposed. These filters have a computational

complexity similar to the EKF but are much simpler to implement. Schei [128] uses

a first order approximation of a non-linear transformation that implements divided

differences for the propagation of the mean and covariance of the state distribution.

Quine [129] uses a minimal ensemble set of state vectors to propagate the first two

moments of the state distribution to obtain a filter that is shown to be equivalent

to the EKF in a limiting case. More accurate filters, which are called Sigma Point

Kalman Filters (SPKFs) [130], have also been proposed that use second or higher

order approximations of the non-linear transformation. This class of filters include

the Unscented Kalman Filter (UKF), which is based on the unscented transform, a

technique for propagating the mean and covariance of a distribution through a non-

linear transformation [131], and the divided difference filter (DDF), which is based on

a second order approximation using Stirling’s interpolation formula [132]. Table 5.2

give a comparison of different filtering techniques that were applied for the fault iden-

tification purpose. The EKF and the Type 1 DDF were not able to identify the fault

while the performance of the UKF and Type 2 DDF was similar. However, imple-

mentation of DDF was easier and hence was chosen as a nonlinear filtering technique

for fault identification in this application.

This section gives a brief summary of the DDF. The reader is referred to [132] for

a detailed description and analysis of the DDF. The class of systems for which this

procedure is applicable is given below:

x(k + 1) = fm (x(k), u(k)) + v(k) (5.21)

y(k) = Hx(k) + w(k) (5.22)
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Table 5.2 Comparison of different filtering algorithms.

EKF DDF Type 1 UKF DDF Type 2

Approximation

Order

1st 1st 2nd 2nd

Jacobian

Computation

Required

Yes No No No

Bias/Variance

Errors

Yes (large) Yes (large) Small Smaller than

UKF

Computational

Load

Low Lower Slightly more

than EKF

Similar to

UKF

Internal Leak-

age Identified

No No Yes Yes

where x(k) ∈ Rn is the state vector, y(k) ∈ Rp is the output vector, u(k) ∈ Rm is

the input vector and fm(x(k), u(k)) is the non-linear plant model. It is assumed that

fm is either a globally Lipschitz continuous function or that it is locally Lipschitz

continuous with x(k) restricted to a compact domain D ∈ Rn. v(k) and w(k) are

assumed to be independent, identically distributed Gaussian random variables with

v(k) ∼ N (0, Q(k)) and w(k) ∼ N (0, R(k)) called the process and measurement noise,

respectively.

The DDF filter provides an estimate of the evolution of a Gaussian distribution

through a non-linear transformation by making use of Stirling’s formula to obtain a

second order approximation of the non-linear system around the current state esti-

mate. Stirling’s formula may be derived from the multi-dimensional Taylor’s series

expansion by replacing the derivatives with divided differences. The equations for

computing the second order approximation along with those for propagating a multi-

dimensional Gaussian random variable x with mean x̄ through the approximated
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function, fs(x, x̄), using special vectors, which are columns of the matrix square root

of the covariance of x, are given in the literature [132]. Based on this formulation, the

DDF filter equations for the system in (5.21) can be summarized as in (5.27)–(5.33).

The filter equations have been suitably simplified based on the model structure

with a linear output equation and the assumption of additive Gaussian noise. In the

following equations, all the quantities with a “bar” denote a priori estimates (before

the actual output is observed) while the quantities with a “hat” denote a posteriori

estimates (after the output is observed). Further, let S̄x(k), Ŝx(k), Sv(k), and Sw(k)

denote the matrix square roots of P̄ (k) (the a priori state covariance estimate), P̂ (k)

(the a posteriori state covariance estimate), Q(k) (the process noise covariance) and

R(k) (the output noise covariance), respectively. These matrices are calculated using

the following equations:

P̄ (k) = S̄x(k)S̄x(k)
T (5.23)

P̂ (k) = Ŝx(k)Ŝx(k)
T (5.24)

Q(k) = Sv(k)Sv(k)
T and (5.25)

R(k) = Sw(k)Sw(k)
T (5.26)

Let x̄(k) denote the a priori state estimate and let ŝx,p denote the pth column of

Ŝx. Then, the a priori state estimate calculated by the DDF is given by (5.27),

x̄(k + 1) =
h2 − n

h2
fm (x̂(k), u(k))

+
1

2h2

n∑
p=1

{
fm (x̂(k) + hŝx,p, u(k))

+ fm (x̂(k)− hŝx,p, u(k))

}
(5.27)
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Two temporary matrices are defined, S
(1)
xx̂ (k) and S

(2)
xx̂ (k) whose p

th columns are com-

puted as

S
(1)
xx̂ (k)(p) =

1

2h

{
fm (x̂(k) + hŝx,p, u(k))

− fm (x̂(k)− hŝx,p, u(k))

}
(5.28)

S
(2)
xx̂ (k)(p) =

√
h2 − 1

2h2

{
fm (x̂(k) + hŝx,p, u(k))

+ fm (x̂(k)− hŝx,p, u(k))

− 2fm (x̂(k), u(k))

}
(5.29)

Then the updated square root of the a priori state covariance matrix, S̄x(k + 1), is

given by

S̄x(k + 1) = HT
([
S
(1)
xx̂ (k) S

(2)
xx̂ (k) Sv(k)

])
(5.30)

where HT (S) denotes a Householder transformation [133] to convert the matrix S

into a square triangular form such that HT (S)HT (S)T = SST . The gain matrix,

K(k + 1), is calculated using (5.31), and the square root of the a posteriori state

covariance matrix, Ŝx(k + 1), is given by (5.32).

K(k + 1) = S̄x(k + 1)S̄x(k + 1)THT

×
(
HS̄x(k + 1)S̄x(k + 1)THT +R(k + 1)

)−1
(5.31)

Ŝx(k + 1) = HT
([

(I −K(k + 1)H) S̄(k + 1) Sw(k + 1)
])

(5.32)

The innovation (output prediction error) is defined as γ(k+1) = y(k+1)−Hx̄(k+1)

and x̄(k + 1) is used to denote the a posteriori estimate after the kth observation.

The state estimate is then updated using (5.33) to get the final a posteriori estimate

x̂(k + 1) = x̄(k + 1)−K(k + 1)γ(k + 1) (5.33)

5.3.2 Fault Modeling

The internal leakage fault in a hydraulic system was modeled as a parametric fault

based on equations of the flow through an orifice in Chapter 3. The product of flow
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coefficient and the unknown orifice area is treated as the unknown parameter and is

appended to the state space representation of the system. The DDF nonlinear filter is

then used to estimate this state and, hence, the fault parameter. The internal leakage

is given as:

Qleak = Ctm

√
|PL| sgnPL (5.34)

where

Ctm ∝ xvleak (5.35)

or Ctm = kqxvleak (5.36)

This fault parameter is appended to the system (3.11) and converted to discrete form

using simple Euler difference as follows:

x1(k + 1) = x1(k) + Tsx2(k) (5.37)

x2(k + 1) = x2(k) + Tsθ1
(
x3(k)− b̄x2(k)− F̄fc

)
+ θ2 + x6(k) (5.38)

x3(k + 1) = x3(k) + Tsθ3

(
− Āx2(k)

− x5(k)
√
|x3(k)| sgn(x3(k))

+
√
P̄s − sgn(x4(k))x3(k)x4(k)

)
(5.39)

x4(k + 1) = x4(k) + Ts

(
− 1

τv
x4(k) +

K̄v

τv
u

)
(5.40)

x5(k + 1) = x5(k) (5.41)

x6(k + 1) = x6(k) (5.42)

where x1, . . . , x4 are states (position, velocity, load pressure and spool position), x5

is the parameter appended as a state for the unknown internal leakage fault and x6

is the appended state for estimating friction. It is important to estimate friction
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online because of the large uncertainty associated with offline friction estimates. The

addition of the friction parameter improves the estimation accuracy significantly.

To use the DDF, the system model, fm, can be easily inferred from (5.37)-(5.42).

y(k) is the measured output of the system. In this case, the first four states are being

measured. Hence,

H =


1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

 (5.43)

v(k) ∼ N (0, Q(k)) is the Gaussian process noise, with Q(k) being the process covari-

ance. w(k) ∼ N (0, R(k)) represents the Gaussian measurement with R representing

the noise covariance. The matrices used in the filter implementation are:

Q = diag
([

1× 10−2, 1× 10−2, 1, 1× 10−2, 6× 10−6, 1
])

(5.44)

R = diag
([

1× 10−8 1× 10−2 1× 107 1× 10−2

])
(5.45)

P = diag
(
1× 102 ×

[
1 1 1 1 1 1

])
(5.46)

5.3.3 Stability of the DDF

Xiong et. al. have shown the stability of another second order filter viz. the

Unscented Kalman Filter. Here we follow a process similar to one given in [134].

There is a minor difference in the first few steps as given below. Define the estimation

and prediction errors by

˜̂x(k) = x(k)− x̂(k) (5.47)

˜̄x(k) = x(k)− x̄(k) (5.48)

Expanding x(k) by Taylor series about x̂(k − 1) gives

x(k) =fm(x̂(k − 1)) +∇fm(x̂(k − 1))˜̂x(k − 1)

+
1

2
∇2fm(x̂(k − 1))˜̂x(k − 1)2 + · · ·+ v(k)

(5.49)
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where

∇ifm(x̂)˜̂x
i =

(
L∑

j=1

˜̂xj
∂

∂xj

)i

fm(x)

∣∣∣∣∣
x=x̂(k−1)

xj denotes the jth component of x. Expanding x̄ given in (5.27) using the Taylor

series gives:

x̄(k) =
h2 − n

h2
fm(x̂(k − 1), u(k − 1))

+
1

2h2

n∑
p=1

fm(x̂(k − 1) + hŝx,p, u(k − 1))

+
1

2h2

n∑
p=1

fm(x̂(k − 1)− hŝx,p, u(k − 1))

= fm(x̂(k − 1)) +
1

2
∇2fm(x̂(k − 1))P̂ (k − 1) + h.o.t.s (5.50)

Substituting (5.50) and (5.49) into (5.48) gives

˜̂x(k) ≈ F (k)˜̂x(k − 1) + v(k) (5.51)

where

F (k) =

(
∂fm(x)

∂x

∣∣∣∣
x=x̂(k−1)

)
Since only the linear term is used in (5.51) for approximating the posteriori error,

to obtain an exact equality, the term needs to be multiplied by an unknown term.

A diagonal matrix with suitable dimension is used to satisfy the equality, β(k) =

diag (β1(k), β2(k), . . . , βn(k)) so that

˜̂x(k) ≈ β(k)F (k)˜̂x(k − 1) + v(k) (5.52)

After this the process followed is exactly similar to the one given in [134] since it only

requires the measurement update equations. The measurement update is linear and

the equations are the same in both cases except for a minor algorithmic difference in

the calculation of the gain matrix. For brevity, the main Theorem derived in [134] is

reproduced here:



102

Theorem 5.1 ( [134]). Consider a nonlinear stochastic system given by (5.37)–(5.42)

and the DDF algorithm as stated by (5.27)–(5.33). Let the following assumptions hold:

• There are real numbers fmin, hmin, βmin ̸= 0, fmax, hmax, βmax ̸= 0 such that the

following bounds on various matrices are fulfilled for every k ̸= 0:

f 2
minI ≤ F (k)F (k)T ≤ f 2

maxI (5.53)

h2minI ≤ H(k)H(k)T ≤ h2maxI (5.54)

β2
minI ≤ β(k)β(k)T ≤ β2

maxI (5.55)

• There are real numbers qmax, q̂min, q̂max, rmin, pmax, pmin > 0 such that following

bounds are fulfilled:

Q(k) ≤ qmaxI (5.56)

q̂min ≤ Q̂(k) ≤ q̂max (5.57)

rmin ≤ R(k) (5.58)

pmin ≤ P̂ (k) ≤ pmax (5.59)

Then the following will hold:

A) For a stochastic positive definite Lyapunov type function

Vk(˜̂x(k)) = ˜̂x(k)T P̂ (k)−1 ˜̂x(k), (5.60)

its discrete time derivative satisfies

E
[
Vk(˜̂x(k))

]
− Vk−1(˜̂x(k − 1)) ≤ µmax − λminVk−1(˜̂x(k − 1)) (5.61)

B) The estimation error x̃k is bounded in the mean square sense as follows

E
[
||˜̂x(k)||2

]
≤pmax

pmin

E
[
||˜̂x(0)||2

]
(1− λmin)

k

+
pmax

pmin

k−1∑
i=1

(1− λmin)
i

(5.62)
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where E [•] represents the expected value. The expressions for the terms µmax, λmin

are

λmin , pmin(hminβminfmin)
2[pmax(hmaxβmaxfmax)

2

+ q̂maxh
2
max + rmax]

−1

> 0

(5.63)

µmax ,
qmax

q̂min

· n+
h2maxpmax

rmin

· p (5.64)

where n is the number of states and p is the number of measurements.

5.4 Experimental Fault Identification Result

To ensure the presence of a persistent excitation condition during the execution of

the estimation algorithm, all of the estimations were performed while the actuator was

tracking a square wave reference signal with 10 mm amplitude and 5 second period.

This square wave signal is passed through a fourth order filter given in equation (5.65)

to obtain a smooth reference signal with continuous fourth derivative. This smooth

reference is used by the controller. The square wave signal, the reference signal, and

the response are shown in Figure 5.11.

FT (s) =
1

(s+ 9.99)(s+ 9.99)(s+ 10.01)(s+ 10.01)
(5.65)

The states are (from equation (5.43)) x1, x2, x3, and x4 i.e. position of the actuator,

velocity of the actuator, load pressure, and the spool position. The velocity is not

measured using a sensor but is calculated using the Euler difference equation. The

DDF gives an estimate for these measured states as well. The comparison between

the calculated and measured velocity improves confidence in the numerical values for

velocity used in the calculations. The estimated states are x5 and x6 i.e. the leakage

coefficient and the friction. The states covariance estimate can be used to calculate

the 95% confidence interval of the estimated values.
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Figure 5.11. Position reference signal used for fault identification and
response of the robust controller.

5.4.1 Random Step Fault

First example considered in fault identification is for a random step changes in the

leakage fault. Figure 5.12(a) shows the estimation of the leakage coefficient for the

fault model described in section 3.6. The voltage input supplied to the directional

proportional valve controlling the leakage fault is also shown in Figure 5.12(b).

The estimates for the four states and the 95% confidence intervals are given in

Figure 5.13. The confidence intervals are based on the noise covariance matrix given

in equation (5.45). As can be seen, the uncertainty for states x1, x3, and x4 are

very small compared to that for x2. This is because these state are obtained from

actual measurements where as the state x2 is calculated using Euler difference passed

through a second order filter. The velocity calculations are not accurate at high

frequencies, but the computational requirements are low and accuracy is sufficient for

the current application. It is possible to artificially obtain low uncertainty for the x2

state estimate, but this will result in small uncertainty for the estimate of the leakage
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(a) Estimate of internal leakage coefficient Ctm

equation (5.34)
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(b) Voltage input to the leakage control valve

Figure 5.12. Estimation of leakage coefficient and corresponding input
to the directional proportional valve controlling internal leakage for a
random step fault input.

fault (Figure 5.12(a)) and friction coefficient leading to incorrect level of confidence

in these estimate.

Figure 5.14 shows the comparison of the mean estimates for the states and the

sensor measurements. The estimates match the measurements very closely. This is

expected because one part of the update equations in the DDF is the measurement

update equations (5.27)–(5.33), uses these sensor measurements explicitly.

The mean estimate of the leakage rate based on the leakage parameter presented

in Figure 5.12(a) and the measured leakage rate are shown in Figure 5.15. The

estimate matches the measured leakage very well. The inset in Figure 5.15 showing

a snapshot of comparison between 50 s and 60 s time interval confirms the accuracy

of the estimate. The periodic spikes in the leakage estimate and measurement are

observed because of the change in direction of the hydraulic piston. As the piston

changes direction, the direction of the leakage also changes however, the flowmeter

can only measure the magnitude of the leakage rate. The direction is inferred from the

velocity. The flowmeter is a positive displacement type meter. So when the leakage
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(a) Estimate of piston position x1
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(b) Estimate of piston velocity x2
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(c) Estimate of load pressure x3
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(d) Estimate of valve spool position x4

Figure 5.13. States estimated by DDF algorithm with corresponding
95% confidence intervals for random step fault.

changes direction, the measurement goes to zero instantaneously and ramps back

up. Thus physical phenomenon is also estimated very well by the DDF algorithm.

Furthermore, after every “jump” the leakage rate decreases. This is because once

the piston comes to rest, the pressures in the two chambers of the cylinder start to

equalize resulting in decrease in load pressure PL and consequently the leakage flow

rate. This behaviour is also estimated well by the filtering algorithm.

The corresponding friction estimate with 95% confidence interval is shown in Fig-

ure 5.16. The uncertainty is very large because the process noise covariance chosen
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(a) Comparison of mean estimate and measure-

ment of piston position x1
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(b) Comparison of mean estimate and measure-

ment of piston velocity x2
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(c) Comparison of mean estimate and measure-

ment of load pressure x3
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(d) Comparison of mean estimate and measure-

ment of valve spool position x4

Figure 5.14. Comparison of mean estimates of states from DDF algo-
rithm and sensor measurements for random step fault.

for the friction state equation (5.44) is very high. The uncertainty can be reduced by

decreasing the value of the process noise covariance from 1, but this leads to increas-

ingly poor estimate of velocity (state x2). This high value also compensates for other

modeling errors.



108

0 20 40 60 80 100 120
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Time (s)

Le
ak

ag
e 

ra
te

 (
ltr

s/
s)

 

 
Estimated
Measured

50 52 54 56 58 60
0.01

0.02

0.03

0.04

0.05

0.06

 

 

Figure 5.15. Comparison of estimated (mean) and measured leakage
rate for random step changes in the fault level.
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Figure 5.16. Estimate of friction between the piston and the cylinder
for random step changes in the fault level.
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5.4.2 Ramp Fault

The second example considered is a slow 200 s ramp fault. This example serves

two main purposes:

1. to demonstrate ability to detect incipient faults and

2. to demonstrate ability to track fault as it grows over time
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(a) Estimate of internal leakage coefficient Ctm

equation (5.34)
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(b) Voltage input to the leakage control valve

Figure 5.17. Estimation of leakage coefficient and corresponding input
to the directional proportional valve controlling internal leakage for a
ramp fault input.

The estimate of the leakage coefficient with 95% confidence interval is shown in Fig-

ure 5.17(a) and the voltage input supplied to the directional proportional valve con-

trolling the leakage fault is also shown in Figure 5.17(b)

The estimates for the four states and the 95% confidence intervals are shown in

Figure 5.18. The confidence intervals are based on the noise covariance matrix given

in equation (5.45). Again, observation similar to those in section 5.4.1 regarding the

uncertainty in estimates for states x1, x3, x2, and x4 can be made. Uncertainty in

states x1, x3, and x4 is very small compared to that for x2. Figure 5.19 shows the
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(a) Estimate of piston position x1
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(b) Estimate of piston velocity x2
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(c) Estimate of load pressure x3
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(d) Estimate of valve spool position x4

Figure 5.18. States estimated from DDF algorithm with correspond-
ing 95% confidence intervals for a ramp fault input.

comparison of the mean estimate for the states and the sensor measurements. The

estimates again match very closely with the measurements. An important observation

regarding the effect of fault on the system can be made from Figure 5.19(d). Internal

leakage fault essentially acts as an increased damping in the system, hence as the

fault size increases, the displacement of the spool valve also goes up. This results

from the robust control strategy trying to compensate for the decreased performance.
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(a) Comparison of mean estimate and measure-

ment of piston position x1
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(b) Comparison of mean estimate and measure-

ment of piston velocity x2
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(c) Comparison of mean estimate and measure-

ment of load pressure x3
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(d) Comparison of mean estimate and measure-

ment of valve spool position x4

Figure 5.19. Comparison of mean estimates of states from DDF algo-
rithm and sensor measurements for a ramp fault input.

Figure 5.17(b) shows the results for a slow 200 s ramp input to the leakage control

valve and Figure 5.21 and 5.20 show the estimation of the friction force and the

leakage rate, respectively. These results indicate that the estimation algorithm is

accurate and is able to locate incipient failures. The estimation algorithm has also

been found to be very consistent over different runs and over different functions for
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Figure 5.20. Comparison of estimated (mean) and measured leakage
rate for ramp increase in fault level.
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Figure 5.21. Estimate of friction between the piston and the cylinder
for ramp increase in fault level.
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the input signal to the leakage control valve. Very low leakage rates as low as .025

ltrs/s were identified successfully. However, there is an error in estimating extremely

small leakage rates lower than .002 ltrs/s due to the presence of unmodeled load

dynamics, which affect the system states and parameters, but are not considered in

the estimation algorithm. This causes the algorithm to output a small leakage rate

even though the leakage control valve is closed. Moreover, as leakage becomes greater

then .01 ltrs/s, the estimates become very accurate as can be seen from the inset in

Figure 5.20. Thus it can concluded that incipient failures can be detected as well as

the algorithm is able to track the fault growth as a function of time

Remark 5.2. The main drawback of this methodology is that if there are two faults

which can be represented as simple additive parameters in the same state equation, it

would be difficult to distinguish between them. These two faults can be represented

as a single parameter and its variation will be a combination of both faults.
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(a) Performance degradation due to leakage
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(b) Position error increases as leakage increases

Figure 5.22. Reference signal and degradation of performance of ro-
bust position control strategy with increasing internal leakage rate.

In the experimental runs, as the leakage was increased from 0 to .03 ltrs/s, the po-

sition error went up from .2 mm to .5 mm. The failure leakage rate for such actuators

is estimated to be around .13 ltrs/s, which would lead to unacceptable performance
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degradation. Hence, there is a need to compensate for the lost performance with-

out affecting the rate of leakage. The next section details development of one such

controller based on the robust control structure described in section 5.2.1.

5.5 Adaptive Fault Tolerant Control

Fast response times and high size to power ratios have made hydraulic systems

very popular in the industrial sector for delivering large forces and torques [95]. Their

industrial applications include positioning [96–98], active suspensions [99–101], ma-

terial testing, aircraft, and industrial hydraulic systems. With increasing economic

demand for high plant availability, safety of hydraulic systems, and risks associated

with faults, reliability becomes an important factor in hydraulic applications.

A cost effective way of obtaining increased reliability and dependability in auto-

mated systems is through fault tolerant control (FTC). These requirements, when

compounded with hazardous work conditions, necessitate the development of reli-

able and efficient fault identification techniques. Fault diagnosis of electro-hydraulic

systems has been a subject of numerous studies. A variety of methods have been

proposed in the literature for early detection of faults in dynamical systems. These

methods are broadly divided into two main types: hardware redundancy based and

analytical redundancy based methods [37]. Analytical redundancy based methods

are further divided into signal model based methods and process model based meth-

ods [38, 39, 135]. An excellent review of fault detection and diagnosis methods is

provided in several survey papers [10, 40–43]. Fault diagnosis and identification is a

supervisory process and it alone cannot maintain performance and functionality of

the faulty system in absence of fault tolerant control.

Fault tolerant control is a control method that can accommodate system faults

and failures automatically and maintain overall system stability and performance. A

fault tolerant controller can be classified into two main types: passive and active.
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Passive approaches make use of robust control techniques to ensure that the system

remains insensitive to certain class of faults with bounded magnitudes and do not

use any online fault information. The faulty system continues to operate with the

same controller and the same control structure and should continue to maintain the

designed performance under a set known faults and failures. However, since the design

is developed for a certain class of faults, no performance guarantees can be made in the

presence of unforeseen faults [136]. Furthermore, since the designed control system

must accommodate a class of faults, the design is usually conservative. Methods that

have been traditionally used in passive fault tolerant control include quantitative

feedback theory [122], frequency domain design [137], sliding mode control [60, 61],

and linear matrix inequalities [63]. The advantages that make passive approaches

appealing are that they do not require fault identification schemes and are usually

straightforward to implement.

Active approaches on the other hand are usually variable in their structure. They

reconfigure the control actions to maintain stability and performance within accept-

able limits. Active fault tolerant methods can be further classified into projection

based and online redesign methods depending on the way the post fault controller

is developed. Some of popular techniques include the pseudo-inverse method [24],

eigenstructure assignment [46], multiple model method [5,25], model following [9,70],

adaptive control [4, 7, 65] etc. An extensive bibliographical review on active fault

tolerant methods is available in Zhang [21] and Kanev [138].

In this section, a fault tolerant control strategy is derived for faults that can be

modeled parametrically. The fault estimate from section 5.3 is used in an adaptive

control scheme to compensate for the level of fault. The original controller given in

equation (5.14) is modified as follows:

xv = xva + xvs (5.66)

The control action is broken into two parts: xva is the model compensation term while

xvs is the robustifying term. The robustifying term is further divided into two terms:

xvs1 , which is the robust feedback term and xvs2 which ensures that the adaptation
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is passive. In other words, the adaptation does not affect the robustness properties

of the control action [112].

xva =
1

ς

(
Ḟd +

4βe
Vt
A2ẋL − Q̂leak

4βe
Vt
A

)
, (5.67)

ς =
Cdw√
ρ

4βe
Vt
A
√
Ps − sgn(xv)PL

xvs = xvs1 + xvs2 (5.68)

xvs1 = −Ks1(F − Fd) robust feedback (5.69)

xvs2 which satisfies following conditions(F − Fd)ςxvs2 ≤ 0

(F − Fd)
(
−Q̃leak

4βe

Vt
+ ςxvs2 + d

)
≤ ϵ2

(5.70)

Consider the following Lyapunov function:

V =
1

2
(F − Fd)

2 (5.71)

then,

Theorem 5.2 (Main Result). Let the leakage parameter estimate be updated by the

stochastic adaptation law as given by (5.27)–(5.33), then the control law (5.66)–(5.69)

guarantees that all signals are bounded. Furthermore, V as given in (5.71), is bounded

above by

V (t) ≤ exp(−2Ks1t)|V (0)|2 + ϵ2
2Ks1

[1− exp(−2Ks1t)] (5.72)

Proof.

V̇ = (F − Fd)(Ḟ − Ḟd)

= (F − Fd)

(
−Q̃leak

4βe
Vt
A−Ks1(F − Fd) + ςxvs2

)
≤ −Ks1(F − Fd)

2 + ϵ2

= −2Ks1V + ϵ2
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and the result follows. It remains to show that Q̃leak is bounded, which clearly follows

from Theorem 5.1.

The supermartingale property of the current stochastic system can also be used

to prove similar exponential stability of the estimation process as noted in [139].

5.6 Adaptive Control Experimental Results
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(c) Position error before adaptation
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(d) Position error after adaptation

Figure 5.23. Comparison of positioning performance in absence and
presence of adaptive control.
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The performance improvement obtained due to the new adaptive controller can

be clearly inferred from the position performance graph shown in Figure 5.23. The

figure shows the comparative results for the response to a square wave reference in

absence and presence of adaptation. Figures 5.23(a) and 5.23(b) show the response

of the position controller without and with adaptation respectively. Figures 5.23(c)

and 5.23(d) show the corresponding errors. For this simulation study, the input

the valve controlling the internal leakage was varied from 0 to 5 V over a period of

200 s as shown in Figure 5.17(b). As can be seen in Figure 5.23(c), in absence of

adaptation, the position error keeps increasing as the fault size increases. Starting

at zero leakage, the ±.2 mm error has increased to almost ±.5 mm for .03 ltrs/s

leakage rate. For aircraft actuators, the failure leakage rate is estimated to be around

.13 ltrs/s, for which the performance degradation would be unacceptable large. On

the other hand in presence of adaptation, as seen in Figure 5.23(d), the error remain

bounded throughout. The comparison of input profiles in absence and presence of

adaptation are shown in Figure 5.24. The difference in the inputs is barely perceptible.

As is clear from this figure, the addition of adaptation doesn’t command extra control

effort and in turn does not cause saturation of the control inputs, which is a critical

drawback of adaptive control strategies. As a result, the new controller does not

affect the measured/estimated leakage significantly as can be seen from Figure 5.25.

The improvement in performance is more striking when depicted in a single sim-

ulation run as shown in Figure 5.26. This simulation was performed for a leakage

input of 5 V corresponding to a .03 ltrs/s leakage rate. There is an instantaneous

reduction in tracking error as soon as the adaptation is turned on at 38 s as seen

in Figure 5.26(a). Figure 5.26(b) shows that the effect of adaptation on the control

input is negligible. There is a slight disturbance to the leakage estimate at 38 s but

the level and pattern of leakage remains the same as evidenced in Figure 5.26(d).

Remark 5.3. Using a stochastic fault identification strategy is advantageous compared

to the deterministic strategies that are typically used in adaptive control [140] because

they can better deal with modeling errors and unmodeled dynamics. A comparative
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(b) Input profile after adaptation

Figure 5.24. Comparison of inputs to the directional proportional
valve in absence and presence of adaptation.
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(b) Comparison of estimated and measured leakage

Figure 5.25. Estimation of friction and leakage rate for a slow ramp
input to the leakage control valve in presence of adaptation.

study was performed between least squares estimate (LSE) and DDF. It was found

that the LSE was unable to estimate the fault at all. This also manifests itself in the

inability of the Kalman Filter and Extended Kalman Filters to estimate the fault since

least squares is essentially just a special deterministic case of Kalman Filtering [127].

It is also possible to establish whether there are unmodeled dynamics in the system.
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(c) Friction estimate
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(d) Leakage measurement and estimate

Figure 5.26. Performance improvement due to introduction of adap-
tation at time 38 s (after the red line).

This can be done by adding a constant parameter to each of the state space equations

and estimating the parameter in the same manner as the fault parameter. If the new

parameter estimates are Gaussian noise, it implies that no unmodeled dynamics are

present in that particular state equation.
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5.7 Sensitivity to Process Noise Covariance

The process noise matrix in equation (5.44) was chosen heuristically based on

confidence in the mathematical model used for the system given in equation (3.11).

For example for the leakage state estimate, a noise covariance value of 8 × 10−6

was used assuming that the leakage fault is caused by wear which is a very slow

process. This value determines the speed at which the leakage coefficient estimate

can respond to changes in the fault and the variability of the estimate. Figure 5.27

shows the variation of response for different process covariance values. The average

steady state value for a 5 V input is around 2.66. Figure 5.28 shows the variation of

time required to reach 90% of steady state value with process covariance value used

for the leakage coefficient state estimate. The basic principle of DDF filter follows the

Kalman filter with a prediction update and a measurement update. The behaviour

can be explained by looking at the simple update equations of a discrete Kalman

filter. The first set of equations (5.73)–(5.74 represent the prediction update and the

second set (5.75)–(5.77 represent the measurement update.

x̄(k + 1) = Ax̂(k) +Bu(k) (5.73)

P̄ (k + 1) = AP̂ (k)AT +Q (5.74)

K(k + 1) = P̄ (k + 1)HT
(
HP̄ (k + 1)HT +R

)−1
(5.75)

x̂(k + 1) = x̄(k + 1) +K(k + 1) (y(k + 1)−Hx̄(k + 1)) (5.76)

P̂ (k + 1) = (I −K(k + 1)H) P̄ (k + 1) (5.77)

As the a priori estimate error covariance P̄ (k + 1) approaches zero, or after the

error covariances have converged and if Q is small, the gain K weighs the residual

less heavily. Specifically,

lim
P̄ (k+1)→0

K(k + 1) = 0 (5.78)
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When this happens, the actual measurement is trusted less and less, while the predic-

tion is trusted more and more. This results in a large inertia resulting in slow filter

response to changes in measurements. Hence, as the process noise covariance is de-

creased, the time taken to reach the 90% value increases as seen clearly in Figure 5.28.

This also results in smoother response.
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6. PROGNOSIS BASED CONTROL

In the previous chapters, models for the aircraft, the hydraulic actuator, and the

degradation were presented. Control structure for the aircraft model was derived and

an adaptive fault tolerant control strategy was proposed for the hydraulic actuator

powering the control surface. In this chapter the rest of the modules described in the

approach will be developed.

6.1 Prognosis

The location of the prognosis module in the implementation scheme is shown in

Figure 6.1. The prognosis module is a static module obtained through extensive

optimization. The rational for developing this module came from Model Predictive

Control (MPC) literature.

6.1.1 Model Predictive Control

MPC has a long history in the field of control engineering. It is one of the few

areas that has received on-going interest from researchers in both the industrial and

academic communities. Three major aspects of model predictive control make the

design methodology attractive to both engineers and academics. The first aspect is the

design formulation which lends itself naturally to a multivariable system framework.

The second aspect is the ability of the method to handle both soft constraints and hard

constraints in a multivariable control framework. And the third aspect is the ability

to perform online optimization. These aspects results in number of advantages such as

ability to explicitly consider actuator and state saturation, handle non-minimumphase

and unstable processes, and handle structural changes.

The conceptual structure of MPC is depicted in Figure 6.2 [141].
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Figure 6.1. Block diagram depicting location of the prognosis module.

Model

Optimizer

Predicted output

Reference

and outputs
Past inputs

Cost function

Future inputs

Future errors

Constraints

Figure 6.2. Basic structure of MPC.
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closed loop

closed loop

open loop input û

predicted state x̂

t t+ δ t+ Tc t+ Tp

control horizon Tc

prediction horizon Tp

state x

input u

Figure 6.3. Basic principle of MPC.

The structure employs an explicit model of the plant to be controlled to predict

future output behaviour. This prediction capability is used to formulate and solve

an optimal control problem online. The objective function minimized is the error

between the predicted output and desired reference. In general, the MPC problem

is formulated to solve a finite horizon open-loop optimal control problem subject to

system dynamics and constraints involving states and controls. Figure 6.3 shows the

general principle of MPC. Given measurements at time t, the controller predicts the

future dynamic behaviour of the system over a prediction horizon Tp and calculates

(over a control horizon Tc < Tp) the input required to minimize a predetermined

control objective. In absence of any disturbances and model mismatch, and if the

optimization problem could be solved for infinite horizons, then the control input

calculated at time t can be applied to the system for all time τ ≥ t. However this is

not true in general due to modeling errors and disturbances. This results in predicted

behaviour being different from actual. Hence it is imperative to incorporate some

feedback mechanism. To do this, the calculated input is implemented only until the



127

next measurement is available at which time, the prediction–optimization process is

repeated.

The objective of the prognosis based control strategy is to minimize the degrada-

tion of the actuator while extracting best possible performance from the aircraft. In

other words, allow graceful degradation of performance resulting in extension of com-

ponent and system life. This problem lends itself very well into the MPC framework

especially because of presence of nonlinear plant dynamics and various hard and soft

constraints. The problem under consideration was formulated as a nonlinear MPC

problem as follows:

min J = wr(tf )
TWwr(tf ) +

∫ tf

0

eTyQeydt (6.1)

subject to ẋ = f(x, u, t) system equations (6.2)

u ∈
[
umin umax

]
input constraints (6.3)

x ∈
[
xmin xmax

]
state limits (6.4)

λ ∈
[
λmin λmax

]
parameter limits (6.5)

g(x, u, t) < 0 other constraints (6.6)

x(0) = x0 initial conditions (6.7)

where, J is the objective function to be minimized. wr is the degradation of the

actuator, tf is the final time, ey is the output error. Other constraints in eq. (6.6)

include constraints on degradation level, time domain constraints such as rise time tr,

settling time ts, maximum overshoot mp etc. The first part of the objective function

in equation (6.1) ensures that the degradation at the end of the mission is minimized

and second part ensures that the system follows the trajectory as closely as possible.

The system equations f(x, u, t) include all the plants as described in Chapter 3 and

given in equations (3.11), (3.14), (3.23), (3.24), and Figure 3.10.

As mentioned before, the ideal input to an MPC problem is the solution of an

infinite horizon optimal control formulation. When a finite prediction horizon is used,

the actual closed loop input and state trajectories will differ from the predicted open-
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loop trajectories. Hence an optimization has to be solved every time new information

becomes available. This repeated minimization over a finite horizon results in a dif-

ferent solution than an infinite horizon optimal problem. Secondly, no guarantees

for closed loop stability can be made. Furthermore, in application were the systems

are sufficiently complex, the optimization is very computationally expensive. This

is especially true where sampling instances are very small. For example for a hy-

draulic actuator sampling of the order of 1–2 ms is required. Hence to work within

the available computational limitations and to ensure stability during a mission, the

optimization was broken up into two components:

1. The off-line component was a map generated using local optimization and

2. The online component which performs the actual reconfiguration

6.1.2 Off-line Optimization

Optimization problem formulation given in equation (6.1), can be used to gen-

erate an extensive map of performance–degradation tradeoff. This map provides an

empirical function to calculate compromise between the best possible performance

achievable for a given level of degradation. This optimization was performed for

simple maneuvers which could then be clubbed together to generate a mission pro-

file. For example, in the longitudinal plane, the map can be generated for a altitude

changes of different sizes. The optimization essentially generates a series of gains for

the aircraft controller designed in (5.1)–(5.7). Figure 6.4 shows a tradeoff for 1000

feet change in altitude at different response speeds. The constraints imposed are

step response constraints in terms of rise time, settling time, and maximum over-

shoot/undershoot. Actuator saturation and rate limit constraints are also imposed.

Full nonlinear hydraulic actuator model was used during the optimization.

A block diagram of the combined model used during generation of this tradeoff is

shown in Figure 6.5. The stability for each of these individual maneuvers is assured
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Figure 6.4. Trade-off between response speed (rise time) and degradation.

Figure 6.5. Block diagram of the combined model of the aircraft, the
hydraulic actuator, and the fault; and their interactions.
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Figure 6.7. Trade-off map generated using simulations between degra-
dation on z-axis, response speed on y-axis, and altitude steps on x-
axis. In other words, trade-off between prognosis, performance, and
mission profile.



131

by the control design which can be considered as full state feedback LQR design. An

LQR design has been proven to possess following stability properties [142]:

1. Upward gain margin is infinite

2. Downward gain margin is atleast 1/2

3. Phase margin is at least ±60◦

For multivariable systems, these gain and phase margins occur independently and

simultaneously in all control channels, thus guaranteeing stability over the entire

mission. A similar trade-off can be generated between the size of the step and degra-

dation as shown in Figure 6.6. Figures 6.4 and 6.6 can then be combined to generate

a 3-D map of performance v/s mission v/s prognosis as shown in Figure 6.7. This

map was generated using simulations with the wear model described in section 3.6.1.

6.1.3 Online Optimization: Supervisory Layer

This section describes the two blocks from the approach block diagram highlighted

in Figure 6.8. From Figure 6.7, it is evident at there are two ways to reduce degra-

dation

1. through the selection of different response speeds, or

2. through the modification of the “subgoals” of the mission: for example, by

breaking a large altitude step requirement into smaller step requirements

The supervisory control layer does both of the above in an optimal fashion through a

mixed integer programming strategy to find the best possible response while keeping

the degradation for a particular mission below a pre-specified level. This can also

be interpreted as minimizing the degradation given the mission and performance

constraints. This was achieved using the following objective function:
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Figure 6.8. Block diagram depicting the location and interactions of
the supervisory layer.

min
tr,nsteps

J =

nsteps∑
i=1

tr (h (i)) (6.8)

subject to wr (tr) ≤ wr,commanded (6.9)

The optimization minimizes the sum of rise times (performance) of step response

of the aircraft. This optimization is also performed over the the number of steps in

the trajectory (assuming that the trajectory is supplied in terms of step changes in

altitude for a longitudinal aircraft model). Hence as an altitude change is broken into

one or more smaller altitude changes, the size of the optimization function changes.

This results in a nonlinear mixed integer programming problem. For sufficiently

small number of cases, a part of the optimization can be searched exhaustively and

for each search a relaxed linear programming problem can be solved. The altitude

steps which are allowed to be divided into smaller step were thresholded to restrict the
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Figure 6.9. Reference waypoint map used for simulation.
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Figure 6.10. Waypoint map obtained after reconfiguration through optimization.
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dimensionality of the optimization problem. As an example, consider the reference

trajectory given in terms of a series of waypoints in the longitudinal plane shown in

Figure 6.9.

The step response was used as performance measure in this case so that the aircraft

can get to the desired altitude as fast as possible. This gives a buffer in case there is

fault allowing more time to get to the desired waypoint. After the optimization was

run, the trajectory got modified to the one shown in Figure 6.10. The performance

Table 6.1 Rise times for waypoints before and after optimization.

Before optimization After optimization

Waypoint Altitude (ft) Rise time (s) Altitude (ft) Rise time (s)

2′ 900 24.4

2 1800 19.5 1800 24.4

3′ 1000 23.0

3 200 19.5 200 23.0

4 1000 19.5 1000 23.0

5 500 19.5 500 20.0

6 1500 19.5 1500 20.0

7 100 19.5 100 19.5

8 300 19.5 300 20.0

9 800 19.5 800 20.0

10 1200 19.5 1200 20.0

11 600 19.5 600 20.0

times (rise times) are modified as given in Table 6.1. The optimization generated

two more waypoints listed as 2′ and 3′. The altitudes and rise times corresponding

to the waypoints are also given in Table 6.1. Figure 6.11 shows the response before

and after reconfiguration.
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(b) Wear response observed before and after reconfiguration

Figure 6.11. Waypoint tracking and wear response of the aircraft
before and after reconfiguration.

6.2 Experimental Results and Discussion

Internal leakage due to wear was simulated on the experimental setup by con-

necting the two chambers of the cylinder using a directional proportional valve. The
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leakage rate can be controlled electronically by giving voltage input to the valve. The

voltage input to the valve has a range from −10 to 10 V with an accuracy of .01 V.

Considering all these factors and the fact that wear is a slow process, a random poly-

nomial wear function was used to allow observable and implementable degradation

over a relatively short period of time as shown in Figure 6.12.

This function was used to generate a performance trade-off map similar to one

shown in Figure 6.7. Figure 6.13 shows the map that was obtained using simu-

lation model of the hydraulic actuator connected with the aircraft. Similar map

was generated for the experimental hydraulic actuator as shown in Figure 6.14(a).

The experimental map was generated by noting the level of degradation for different

waypoint altitudes at different response speeds. The maps for increasing altitude

are marginally different from decreasing altitude due to the presence gravitational

forces. The trade-off for “going up” and “coming down” are shown in Figures 6.14(a)

and 6.14(b) respectively. The map obtained from simulations (Figure 6.13) and that

from experiments (Figure 6.14(a)) are very similar thus validating the simulation

model again. The differences are due to unmodelled dynamics such as Coulomb fric-

tion etc. The direction of altitude change was also considered during the optimization

process.

The optimization was not implemented on the real-time processor because the

time step of the implementation is .001 s, where as the time taken by the optimization

function depends on following factors:

1. The length of the mission under consideration

2. The tolerance on the constraints

3. The number of steps each waypoint altitude is allowed to be divided into

4. The threshold for altitude steps

5. The threshold for allowed degradation
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Figure 6.12. Random polynomial wear function implemented on the
directional proportional valve controlling the internal leakage rate.
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Figure 6.13. Map generated from simulation model of the hydraulic
actuator representing trade-off between the degradation, the response
speed, and mission profile.
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(b) Decreasing altitude

Figure 6.14. Map generated from simulation model of the hydraulic
actuator representing trade-off between the degradation, the response
speed, and mission profile.
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Although the optimization is faster than real-time, the total time taken can be much

longer than the simulation time step. To overcome this problem, the optimization

was run on a separate computer. The implemented algorithm continuously searches

for a trigger, which is generated by the prognosis module, to start the optimization.

Once the optimization is complete, the information is updated on the real-time pro-

cessor. Four different Case runs were performed to demonstrate the effectiveness of

the optimization strategy:

(i) The first was the baseline case for a series of waypoint shown in Figure 6.9. No

optimization was performed and hence it represents the worst case scenario with

the best performance without any constraints on the degradation. Figure 6.15

shows the reference and the baseline response. The incremental degradation

observed over this mission is 0.025 as seen in Figure 6.16.

(ii) In the second case, the degradation was upper bound by 0.002,

(iii) In the third case, the degradation was upper bound by 0.007, and

(iv) In the fourth case, the upper bound was set to 0.015

Case (i) is plotted in blue. Case (ii) with upper bound 0.002 is plotted in green,

case (iii) with upper bound 0.007 is plotted in magenta, and case (iv) with upper

bound 0.015 is shown in cyan. The reduction in degradation due to reconfiguration

with different acceptable upper bounds is presented in Figure 6.16. It is evident

from this figure, that the reconfiguration works well. It should however be noted

that the degradation upper bound is a soft upper bound i.e. small violation of this

upper bound constraint is allowed. This requirement stems from the fact that the

optimization function has some discrete variables (e.g. the number of parts in which

an altitude change is broken). Ordinarily, in continuous optimization, the optimum

usually lies on the constraint boundary. Due to discrete nature of this problem, some

optima may be located inside the feasible region as was observed with the case (ii),
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Figure 6.15. Reference altitude trajectory and response of the baseline Case (i).
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case (i) UB:None
case (ii) UB:.002
case (iii) UB:.007
case (iv) UB:.015

Figure 6.16. Comparison of degradation of the elevator actuator over
the mission profile due to the four Cases.
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where the upper bound is 0.007, but the final degradation observed is close to 0.006

units.
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(a) Complete altitude trajectory
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(b) Time 0 s to 50 s. All Cases have different re-

sponse
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(c) Time 90 s to 150 s. Cases (i) and (iv) are iden-

tical, (ii) and (iii) are different
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case (i) UB:None
case (ii) UB:.002
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(d) Time 290 s to 350 s. All Cases are identical

Figure 6.17. Comparison of altitude response of all four cases demon-
strating differences and similarities at different locations in the time
history.

Figure 6.17 shows the comparison of altitude tracking response for the four cases.

Three plots are presented which demonstrate the differences in response characteris-

tics during certain time intervals and similarities during others. For example, between
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0 s and 50 s all cases have different response characteristics as shown in Figure 6.17(b),

whereas in Figure 6.17(d), the response is identical. Table 6.2 gives the response

speeds demanded to satisfy the degradation upper bound constraint. As is evident

from the table, only the response times for three largest altitude changes were affected.

This is a consequence of the trade-off maps given in Figure 6.14(a) and 6.14(b).

Table 6.2 Rise times for the four Cases.

Upper bound

None 0.002 0.007 0.015

WP Altitude (ft) Rise time (s) Rise time (s) Rise time (s) Rise time (s)

2 1500 25.00 34.99 32.13 27.52

3 200 25.00 31.00 27.75 25.00

4 1000 25.00 25.00 25.00 25.00

5 500 25.00 25.00 25.00 25.00

6 1500 25.00 25.00 25.00 25.00

7 100 25.00 33.01 29.31 25.00

8 300 25.00 25.00 25.00 25.00

9 800 25.00 25.00 25.00 25.00

10 1200 25.00 25.00 25.00 25.00

11 600 25.00 25.00 25.00 25.00

Similar behaviour is observed in the elevator deflection for the four cases as shown

in Figure 6.18. The differences in elevator deflections in Figure 6.18(b) clearly identify

the reason for the differences in the degradation for the four cases during the time

interval 0 s to 4 s. In Figure 6.18(c) cases (i) and (iv) have same while cases (ii) and

(iii) have different response for the interval 99 s to 103 s. All cases in Figure 6.18(d)

have identical response. This is reflected in same incremental degradation in all four

cases as seen from Figure 6.16.
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(a) Complete elevator tim history
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(b) Time 0 s to 4 s. All Cases have different re-

sponse
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(c) Time 99 s to 103 s. Cases (i) and (iv) are iden-

tical, (ii) and (iii) are different
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(d) Time 299 s to 303 s. All Cases are identical

Figure 6.18. Comparison of elevator deflections of all four Cases
demonstrating differences and similarities at different locations in the
time history.

The observed degradation of the elevator actuator was implemented on the leakage

control valve. Figure 6.19 shows the leakage coefficient estimate obtained from the

fault identification algorithm given in section 5.3, for the four cases. Due to largest

degradation, the baseline Case has the largest magnitude for the estimate followed

by case (iv), case (iii), and case (ii). The estimate for case (ii) is largely incorrect
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case (i) UB:None
case (ii) UB:.002
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Figure 6.19. Comparison of estimation of the leakage coefficient Ctm

for the the four Cases.

because the maximum degradation observed in case (ii) was less than the least count

of the leakage control valve. The reason why the estimate is not close to zero is

due to lack of persistent excitation condition whenever the aircraft reaches steady

state, leading to a steady state elevator behaviour. It should however be noted that

whenever there is an altitude change, the PE condition gets satisfied and the estimate

immediately drops indicating zero or very small leakage. The effect of absence of PE

condition can also be seen in the Ctm estimate for cases (i) and (iv), resulting in large

random variations in the estimate. The situation is corrected as soon as there is an

altitude change restoring the PE condition. One would expect to observe behaviour

similar to case (ii) in other cases as well, but this is not the observed because as

leakage increases, the turbulent flow causes vibrations in the system resulting in

slight increase in “noise” in the hydraulic cylinder position sensor. If this noise is

large enough, the PE condition get satisfied, resulting in good estimates. Figure 6.20

shows the measured and estimated leakages due to the degradation. As mentioned



145

earlier, in case (ii), there is negligible leakage, however Figure 6.20(b) shows a non

zero leakage rate estimate because of incorrect Ctm estimate due to reasons mentioned

earlier. The estimates for other cases are in good agreement with the measured rate

and the error becomes even less wherever there is an altitude change, which increases

information content of the signals improving the PE condition. This behaviour is

observed in Figures 6.20(a), 6.20(c), and 6.20(d) at times 100 s, 200 s, etc.
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(a) Leakage response Case (i)
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(b) Leakage response Case (ii)
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(c) Leakage response Case (iii)
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(d) Leakage response Case (iv)

Figure 6.20. Comparison of measured and estimated leakage for the four Cases.

A prognosis based control strategy was developed in this chapter and its effective-

ness demonstrated through HIL implementation, which successfully mitigated the
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degradation at the end of a mission given performance and actuator constraints. The

next chapter summarizes all the contribution and makes suggestions for future work.
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7. CONTRIBUTIONS AND RECOMMENDATIONS

Prognosis based control reconfiguration is quickly becoming new paradigm in the

systems health management. This is especially important in case of air-vehicles which

have been operating beyond their design life. This technology not only improves

safety but also increases the life of components and structures. For example, if a

leakage fault in the hydraulic actuator in an aircraft due to wear is not “managed”,

it may lead to unacceptable degradation of performance leading to safety issues and

eventually unresponsive actuator. The previous chapters demonstrated the ability to

identify incipient faults in hydraulic actuators and a fault tolerant control strategy

to minimize the effect of fault on the performance of the actuator. This ability is

utilized in a supervisory control to modify the aircraft control structure and mission

profile to minimize degradation while allowing performance. Specific contributions

made by this work include:

1. Nonlinear models of following components were developed and integrated in a

common simulation environment

(a) Six degree of freedom aircraft model,

(b) Double rod double acting hydraulic actuator,

(c) Hydraulic piston seal wear, and

(d) Aerodynamic forces acting on the aircraft control surfaces.

These models were simplified to allow real-time implementation.

2. An autopilot was developed to allow waypoint navigation for the aircraft in the

three dimensional space.

3. An experimental setup was designed for Hardware-in-the-loop simulation to

allow verification and validation developed models and control strategies. The
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setup was designed to allow introduction of different faults typically found in

hydraulic systems such as internal/external leakage faults, supply pressure and

flow rate faults, faults in the directional proportional valves, stuck actuators,

etc.

4. Detailed system identification of the components of the experimental such as di-

rectional proportional valves, hydraulic parameters, and friction was performed

using pseudo random multi-level signals.

5. A robust controller was developed for the hydraulic actuator. This controller

was implemented on both the simulation model and the experimental setup.

Good agreement between the experimental and simulation results demonstrated

the validity of the model and the controller.

6. The fault considered in this application was the internal leakage fault which oc-

curs due the seal wear. An approach based on derivative free nonlinear filtering

was developed for detecting these internal leakage faults. The efficacy of this

method was demonstrated by implementing it on an experimental testbed. The

algorithm was able to estimate leakage rates as low as .01ltrs/s demonstrat-

ing the ability to identify incipient failures. The sensitivity of the algorithm

to process noise covariance was demonstrated. Frictional forces acting on the

hydraulic piston were also estimated using the same algorithm which exhibited

the traditional friction model used in the literature.

7. The performance degradation of the position control due to the internal leakage

fault was demonstrated.

8. An adaptive position control strategy for the hydraulic actuator with an internal

leakage fault was proposed based on the robust controller and the stochastic

fault identification algorithm. The effectiveness of the controller showcased by

implementing it on the experimental setup. Stability of the adaptive control

strategy and the fault identification algorithm was also proven.
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9. A prognosis module was developed to predict degradation of the fault hydraulic

actuator in an aircraft during a mission. An optimization based strategy was

proposed to minimize the degradation over a mission while extracting best

performance from the aircraft. The optimization was broken into an online

component and an offline component to allow real-time implementation. The

effectiveness of the strategy was demonstrated through experiments.

7.1 Recommendations

There are many potential areas for further research in this field.

1. Fault identification and fault tolerant control is a very mature field theoretically,

however practical applications have been few. This is true especially when there

are multiple faults in the system. Challenges exist in both passive and active

fault tolerant techniques. As number of fault scenarios increase, the effectiveness

of controller decreases. Maintaining stability while incorporating performance

aspects is a wide open area.

2. Another major issue common to fault tolerant control techniques is the lack of

systematic approaches to deal with actuator saturation. The has been some

work on design and analysis of such control systems [143]. Some preliminary

theoretical results on control of hydraulic actuator under input and state sat-

uration were derived and are presented in Appendix C. These results can be

extended in a manner similar to that presented in this dissertation to obtain

adaptive fault tolerant control in presence of actuator saturation.

3. The fault considered in this dissertation is the internal leakage fault. The exper-

imental setup has the capability to simulate various other faults such as external

leakage, valve faults etc. The same fault identification algorithm can be used to

identify these faults if they can be represented parametrically. The optimization

strategy presented for prognosis based control can also be modified accordingly.
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For example, for external leakage, the objective function can be appended with

the oil loss function to minimize loss or allow mission completion.

4. Model simplification was performed to allow real-time implementation. Devel-

oping prognosis based control for full nonlinear model will require algorithm

changes to allow faster simulations and real-time implementation.

5. The fault identification strategy used is stochastic in nature and thus takes into

account various uncertainties such as sensor noise, modeling errors, etc., but

the prognosis module developed does not take into account these uncertainties.

Furthermore, prognosis itself has large uncertainty associated with it which

needs to be accounted for.
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A. EQUATIONS OF MOTION FOR A 6 DOF AIRCRAFT

This appendix list all the equations required for modeling and simulating a F-16

aircraft. All the details have been taken from [144].

1. the airframe is assumed to be a rigid body in the motion under consideration,

2. the airplane’s mass is assumed to be constant during the time interval in which

its motions are studied,

3. the earth is assumed to be fixed in space, i.e. its rotation is neglected,

4. the curvature of the earth is neglected.

5. the atmosphere is assumed to be steady, constant velocity wind

A.1 Translation motion

Translational equations of motion are given as:

V̇b = F − ω × Vb where, F = Fa + Ft + Fgr + Fw (A.1)

where Vb are the body axis components of the center of mass velocity with respect to

an inertial frame. Fa, Ft, Fgr, Fw are the forces due to aerodynamics, thrust, gravity

and wind respectively and ω =
(
p q r

)T
is the body axis angular velocity.

A.2 Rotational motion

The moment equation can be written as:
ṗ

q̇

ṙ

 = I−1

−ω × [Iω +Heng] +


L

M

N


 (A.2)
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where L,M, and N are the moments acting about x, y, and z axes respectively and

I is the inertia matrix and is given by:

I =


Ixx −Ixy −Ixz
−Ixy Iyy −Iyz
−Ixz −Iyz Izz

 (A.3)

and Heng is the angular moment of the engine:

Heng =


heng

0

0

 (A.4)

A.3 Kinematics

The kinematic equations can be written as follows:

ϕ̇ = p+ tan θ(q sinϕ+ r cosϕ) (A.5a)

θ̇ = q cosϕ− r sinϕ (A.5b)

ψ̇ = (q sinϕ+ r cosϕ)/ cos θ (A.5c)

where, ϕ is the roll angle, θ is the pitch angle and ψ is the yaw angle. They are also

known as attitude angles. p, q and r are respective rates. These equations can be

writing these in quarternion form to avoid singularities as follows:
q̇1

q̇2

q̇3

q̇4

 =


0 −r −q −p

r 0 −p q

q p 0 −r

p −q r 0




q1

q2

q3

q4

 (A.6)
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where,

q1 = cos
ψ

2
cos

θ

2
cos

ϕ

2
+ sin

ψ

2
sin

θ

2
sin

ϕ

2
(A.7a)

q2 = sin
ψ

2
cos

θ

2
cos

ϕ

2
− cos

ψ

2
sin

θ

2
sin

ϕ

2
(A.7b)

q1 = cos
ψ

2
sin

θ

2
cos

ϕ

2
+ sin

ψ

2
cos

θ

2
sin

ϕ

2
(A.7c)

q1 = cos
ψ

2
cos

θ

2
sin

ϕ

2
− sin

ψ

2
sin

θ

2
cos

ϕ

2
(A.7d)

A.4 Inertial location

Finally the inertial location of the aircraft can be calculated from the velocity

components and attitude angles as follows:

ẋb = {ub cos θ + (vb sinϕ+ wb cosϕ) sin θ} cosψ − (vb cosϕ− wb sinϕ) sinψ (A.8)

ẏb = {ub cos θ + (vb sinϕ+ wb cosϕ) sin θ} sinψ + (vb cosϕ− wb sinϕ) cosψ (A.9)

żb =− ub sin θ + (vb sinϕ+ wb cosϕ) cos θ (A.10)

A.5 Transformation

It is more convenient to write equations (A.1) in terms of the relative velocity, the

angle of attack α and the side slip angle β, because these quantities can be readily

measured during flight:

Vb = Vr + Vw (A.11)

Vw is the wind velocity and Vr is the relative velocity of the aircraft with respect to

the wind.

ur = Vr cosα cos β (A.12a)

vr = Vr sin β (A.12b)

wr = Vr sinα cos β (A.12c)
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thus,

Vr =
√
u2r + v2r + w2

r

α = arctan

(
wr

ur

)
(A.13)

β = arctan

(
vr√

u2r + w2
r

)

differentiating,

V̇r =
uru̇r + vrv̇r + wrẇr

Vr

⇒ V̇r = u̇r cosα cos β + v̇r sin β + ẇr sinα cos β from equation (A.12) (A.14)

using equations (A.1), (A.14) and (A.11) and grouping the terms due to the the

derivative of wind velocity in Fw, we get

V̇r =
1

m

[
(Xgr +Xt +Xa +Xw) cosα cos β + (Ygr + Yt + Ya + Yw) sin β

+(Zgr + Zt + Za + Zw) sinα cos β
] (A.15)

for angle of attack we have,

α̇ =
urẇr − u̇rwr

u2r + w2
r

⇒ α̇ =
ẇr cosα− u̇r sinα

Vr cos β

⇒ α̇ =
1

Vr cos β

{
1

m

[
(Zgr + Zt + Za + Zw) cosα− (Xgr +Xt +Xa +Xw) sinα

]}
+ q − (p cosα+ r sinα) tan β (A.16)

similarly for the side slip angle,

β̇ =
v̇r(u

2
r + w2

r)− vr(uru̇r + wrẇr

V 2
r

√
u2r + w2

r

β̇ =
1

Vr

{
1

m

[
−(Xgr +Xt +Xa +Xw) cosα sin β + (Ygr + Yt + Ya + Yw) cos β

− (Zgr + Zt + Za + Zw) sinα sin β
]
− p sinα− r cosα (A.17)
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The forces due to gravity are:

Xgr = −mg sin θ (A.18)

Ygr = mg cos θ sinψ (A.19)

Zgr = mg cos θ cosψ (A.20)

The aerodynamic forces Fa =
(
Xa Ya Za

)T
are given by following expression:

Xa = q̄SCx,t (A.21)

Ya = q̄SCy,t (A.22)

Ya = q̄SCz,t (A.23)

and the moments are given as:

L = q̄SbCl,t (A.24)

M = q̄SbCm,t (A.25)

N = q̄SbCn,t (A.26)

Cx,t, Cy,t, Cz,t, Cl,t, Cm,t, and Cn,t are the aerodynamic coefficients. These coefficients

are function of angle of attack, side slip angle, deflection of control surfaces, Mach

number and the dynamic pressure. The aircraft specific stability derivatives are given

as follows [144]:

Cx,t =CX(α, β, δh) + ∆CX,lef

(
1− δlef

25

)
+∆CX,sb(α)

(
δsb
60

)
+

c̄q

2V

[
CXq(α) + ∆CXq,lef

(α)

(
1− δlef

25

)]
(A.27a)

Cz,t =CZ(α, β, δh) + ∆CZ,lef

(
1− δlef

25

)
+∆Z,sb(α)

(
δsb
60

)
+

c̄q

2V

[
CZq(α) + ∆CZq,lef

(α)

(
1− δlef

25

)]
(A.27b)
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Cm,t =Cm(α, β, δh)ηδhδh + Cz,t(xcg,ref − xcg) + ∆Cm,lef

(
1 =

δlef
25

)
+∆Cm,sb(α) (δsb) +

c̄q

2V

[
Cmq(α) + ∆Cmq,lef

(α)

(
1− δlef

25

)]
+∆Cm(α) + ∆Cm,ds(α, δh) (A.27c)

Cy,t =CY (α, β) + ∆CY,lef

(
1− δlef

25

)
+

[
∆CY,δa=20◦ +∆CY,δa=20◦,lef

(
1− δlef

25

)](
δa
20

)
+∆CY,δr=30◦

(
δr
30

)
+

b

2V

{[
CYr(α) + ∆CYr,lef

(α)

(
1− δlef

25

)]
r

+

[
CYp(α) + ∆CYp,lef

(α)

(
1− δlef

25

)]
p

}
(A.27d)

Cn,t =Cn(α, β, δh) + ∆Cn,lef

(
1− δlef

25

)
− Cy,t(xcg,ref − xcg)

c̄

b

+

[
∆Cn,δa=20◦ +∆Cn,δa=20◦,lef

(
1− δlef

25

)](
δa
20

)
+∆Cn,δr=30◦

(
δr
30

)
+

b

2V

{[
Cnr(α) + ∆Cnr,lef

(α)

(
1− δlef

25

)]
r

+

[
Cnp(α) + ∆Cnp,lef

(α)

(
1− δlef

25

)]
p

}
+∆Cnβ

(α)β (A.27e)

Cl,t =Cl(α, β, δh) + ∆Cl,lef

(
1− δlef

25

)
+

[
∆Cl,δa=20◦ +∆Cl,δa=20◦,lef

(
1− δlef

25

)](
δa
20

)
+∆Cl,δr=30◦

(
δr
30

)
+

b

2V

{[
Clr(α) + ∆Clr,lef (α)

(
1− δlef

25

)]
r

+

[
Clp(α) + ∆Clp,lef (α)

(
1− δlef

25

)]
p

}
+∆Clβ(α)β (A.27f)

The leading edge flap of the aircraft cannot be controlled by the pilot and its dis-

placement is scheduled as follows

δlef = 1.38
25 + 7.25

s+ 7.25
α− 9.05

q̄

Ps

+ 1.45 (A.28)
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Thus, the state variables for the aircraft system are:

x =



Vr

α

β

p

q

r

q1

q2

q3

q4

xb

yb

zb



(A.29)

and the inputs can be written as

u =
(
δt δlef δe δa δr

)T
(A.30)
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B. GLOSSARY OF HYDRAULIC SYMBOLS

Symbols Explanation

Hydraulic actuator with a linear position

sensor

Direct operated directional proportional

valve with electrical spool position feed-

back and integrated electronics (example:

Parker D1FH or D1FM series proportional

valves with spool type E50/E53). This

valve has a position in which both ports

can drain to the tank and supply port is

blocked

Flowmeter

Pressure compensated flow control valve

Hydrailic punp with electric motor
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Symbols Explanation

Solenoid operated proportional rpressure

relief valve

Pressure transducer

Termperature sensor

Hydraulic filter

Solenoid operated proportional pressure

reducing valve

Direct operated directional proportional

valve with electrical spool position feed-

back and integrated electronics (example:

Parker D1FX Series). This valve has a po-

sition in which both ports can drain to the

tank and supply port is blocked

Simple spring operated pressure relief

valves
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C. COMMAND FILTERED BACKSTEPPING

C.1 Command Filtered Backstepping for Hydraulic Actuators

System equations

mẍL = PLA− bẋL − Ffc + f̃ (C.1)

Vt
4βe

ṖL = −AẋL − CtmPL +QL (C.2)

τvẋv = −xv + kvi (C.3)

Define

P̄L =
PL

Sc3

x̄v =
xv
Sc4

θ1 =
ASc3

m
θ2 = dn

θ3 =
4βe
Vt

Sc4√
ρ

Cdw√
Sc3

System dynamics can now be written as

ẋ1 = x2 (C.4)

ẋ2 = θ1
(
x3 − b̄x2 − F̄fc

)
+ θ2 + d̃ (C.5)

ẋ3 = θ3
(
−Āx2 − C̄tmx3 + g3x4

)
(C.6)

ẋ4 = − 1

τv
xv +

k̄v
τv
u (C.7)

C.1.1 Step 1

Define x1c = xd and ẋc1 = ẋd, where xd is the desired trajectory. The tracking

error is then given by

z̃1 = x1 − x1c (C.8)
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Next define compensated tracking error due to command filtered signal as

v1 = z̃1 − ζ1 (C.9)

where,

ζ̇1 = −k1ζ1 + (x2c − α1) + ζ2 (C.10)

Command filtering is used to avoid computing the derivatives of virtual inputs during

the recursive backstepping procedure

ż11 = ωnz12 xc2 = z11 (C.11)

ż12 = −2ξωnz12 − ωn (z11 − α1) ẋc2 = z21 (C.12)

The tracking error dynamics is given by

˙̃z1 = ẋ1 − ẋ1c (C.13)

= x2 − ẋ1c (C.14)

= α1 − ẋ1c + (x2c − α1) + (x2 − x2c) (C.15)

= α1 − ẋ1c + (x2c − α1) + z̃2 (C.16)

(C.17)

Define the first virtual input as

α1 = ẋ1c − k1z̃1 (C.18)

Thus, the compensated tracking error dynamics can be written as

v̇1 = ˙̃z1 − ζ̇1 (C.19)

= α1 − ẋ1c + (x2c − α1) + z̃2 − (−k1ζ1 + (x2c − α1) + ζ2) = −k1z̃1 + z̃2 + k1ζ1 + ζ2

(C.20)

= −k1v1 + v2 (C.21)
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C.1.2 Step 2

z̃2 = x2 − xc2 (C.22)

v2 = z̃2 − ζ2 (C.23)

ζ2 = −k1ζ2 + θ1 (x3c − α2) + θ1ζ3 (C.24)

with command filtering

ż21 = ωnz22 xc3 = z21 (C.25)

ż22 = −2ξωnz22 − ωn (z21 − α1) ẋ3c = z22 (C.26)

Define the second virtual input as

α2 =
1

θ1

(
−k2z̃2 + ẋ2c −

(
−b̄θ1x2 − θ1F̄fc + θ2 + d̃

)
− v1

)
(C.27)

This gives the the compensated error dynamics as

v̇2 = ˙̃z2 − ζ̇2 (C.28)

= θ1
(
x3 − b̄x2 − F̄fc

)
+ θ2 + d̃− ẋ2c − (−k2ζ2 + θ1 (x3c − α2) + ζ3) (C.29)

= −k2z̃2 + θ1 (x3c − α2) + θ1z̃3 − v1 − (−k2ζ2 + θ1 (x3c − α2) + ζ3) (C.30)

= −k2v2 − v1 + θ1v3 (C.31)

C.1.3 Step 3

z̃3 = x3 − xc3 (C.32)

v3 = z̃3 (C.33)

The final input is given by

α3 =
1

θ3g3

(
−k3z̃3 + ẋ3c − θ3

(
−Āx2 − C̄tmx3

)
− θ1v1

)
(C.34)
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The compensated error dynamics is given by

v̇3 = ˙̃z3 (C.35)

= θ3
(
−Āx2 − C̄tmx3 + g3α3

)
− ẋ3c (C.36)

= −k3z̃3 − θ1v2 (C.37)

= −k3v3 − θ1v2 (C.38)

Consider a Lyapunov function candidate given below

V =
1

2

3∑
i=1

v2i (C.39)

Then,

V̇ =
3∑

i=1

viv̇i (C.40)

=
3∑

i=1

−kiv2i (C.41)

≤ −2kvV kv = min (k1, k2, k3) (C.42)

where K is a positive definite diagonal matrix. Hence the equilibrium v = 0 is

exponentially stable. Furthermore, the state z̃3 converges exponentially to 0 because

z̃3 = v3. It is also easy to show that vi ∈ L2 using integration. The properties of

z̃i, zi, can be proved using the two time scale property of the considered system and

the command filtered dynamics and applying the Tikhinov’s Theorem.

C.2 Adaptive Robust Constrained Control using Backstepping

Consider the following system of equations to represent a general plant in strict

feed-forward form

ẋi = xi+1 + θTϕI(xi, x2, . . . , xi) + ∆i (C.43)

ẋn = σ(x)u+ θTϕn(x, t) + ∆n (C.44)

y = x1 (C.45)
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we will design an adaptive robust control while explicitly considering actuator satu-

ration and rate limits. For this we will utilize previous result on command filtered

backstepping. Assume all disturbances and parameters are bounded above.

C.2.1 Step 1

ẋ1 = x2 + θTϕ1 +∆1 (C.46)

Define tracking error as

z1 = x1 − x1d (C.47)

The modified tracking error due to saturation is given by

z̄1 = z1 − ξ1 (C.48)

where ξi are the filtered versions of the effect of state constraints on the tracking error

zi.

ξ̇i = −kiξi + (αi − α0
i ) (C.49)

The nominal virtual control inputs are represented as α0
i and are filtered to produce

magnitude and rate limited virtual control signals αi that are within prescribed limits.

The command filter can be chosen for instance asq̇1
q̇2

 =

 q2

2ζωn

(
Sr

(
ωn

2ζωn
[Sm(α

0
i )− q1]

)
− q2

)
 (C.50)

αi

α̇i

 =

q1
q2

 (C.51)

where Sr and Sm are magnitude and rate limit functions for e.g.

Sm(x) =


M if x ≥M ,

x if |x| < 0.

−M if x ≤ −M .

(C.52)
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The effect of implementing achievable virtual control signals instead of the desired

ones is estimates by the ξi filters. These filter help in defining the modified tracking

errors. Choose the first virtual control input as follows:

α0
1 = α1f + α1s + α1c (C.53)

where, α1f is the model compensation, α1s is the robust feedback term and α1c is the

compensation due to saturation effects. These three are given as follows

α1f = ẋ1d − θ̂Tϕ1 (C.54)

α1s = α1s1 + α1s2 α1s1 = −k1sz1 (C.55)

α1c = −ξ1 (C.56)

α1s2 is function satisfying conditions

i. z̄1(−θ̃Tϕ1 +∆1 + α1s2) ≤ ϵ1 ∀ θ̂ ∈ Ωθ (C.57)

ii. z̄1α1s2 ≤ 0 (C.58)

with this, the modified tracking error dynamics can be written as

˙̄z1 = ż1 − ξ̇1 (C.59)

= ẋ1 − ẋ1d −
(
−k1ξ1 + (α1 − α0

1)
)

(C.60)

= x2 + θTϕ1 +∆1 + α1s2 − ẋ1d −
(
−k1ξ1 + (α1 − α0

1)
)

(C.61)

= z2 − ξ2 − k1z̄1 − θ̃Tϕ1 +∆1 + α1s2 (C.62)

= z̄2 − k1z̄1 − θ̃Tϕ1 +∆1 + α1s2 (C.63)

C.2.2 Step i

At the ith step, we have the tracking and modified tracking errors are

zi = xi − αi (C.64)

z̄i = zi − ξi (C.65)
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The ξi, which are the filtered versions of effects of state constraints are

ξ̇i = −kiξi + (αi − α0
i ) (C.66)

The virtual control input is defined as

α0
i = αif + αis + αic (C.67)

The components are given as

αif = α̇i−1 − θ̂Tϕi (C.68)

αis = αis1 + αis2 αis1 = −kiszi − z̄i−1 (C.69)

αic = −ξi (C.70)

αis2 is function satisfying conditions

i. z̄i(−θ̃Tϕi +∆i + αis2) ≤ ϵi ∀ θ̂ ∈ Ωθ (C.71)

ii. z̄iαis2 ≤ 0 (C.72)

and the α̇i−1 is obtained from the command filter at the previous step. The modified

error dynamics can now be written as

˙̄zi = żi − ξ̇i (C.73)

= ẋi − α̇i−1 − ξ̇i (C.74)

= xi+1 + θTϕi +∆i − α̇i−1 −
(
−kiξi + (αi − α0

i )
)

(C.75)

= zi+1 + αi + θTϕi +∆i − α̇i−1 −
(
−kiξi + (αi − α0

i )
)

(C.76)

= z̄i+1 − kiz̄i − z̄i−1 − θ̃Tϕi +∆i + αis2 (C.77)

C.2.3 Step n

At the final step, let

xn+1 = σ(x)u (C.78)
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Let the ideal control input be

u0 =
1

σ(x)

(
−θ̂Tϕn + α̇n−1 − knzn − z̄n−1 + αns2

)
(C.79)

and the filter defined as

ξ̇n = −knξn + (u− u0) (C.80)

The modified error dynamics are

˙̄zn = żn − ξ̇n (C.81)

= ẋn − α̇n−1 − ξ̇n (C.82)

= σ(x)u+ θTϕn +∆n − α̇n−1 −
(
−knξn + (u− u0)

)
(C.83)

= −knz̄n − z̄n−1 − θ̃Tϕn +∆n + αns2 (C.84)

Adaptation

˙̂
θ = Projθ̂

(
Γ

n∑
i=1

ϕiz̄i

)
(C.85)

where, the projection is defined as

Projθ̂(•) =


0 if θ̂i = θ̂imax and • > 0

• otherwise

0 if θ̂i = θ̂imin
and • < 0

(C.86)

Such a projection displays following properties

P1 θ̂ ∈ Ωθ = {θ̂ : θmin ≤ θ̂ ≤ θmax} (C.87)

P2 θ̃T
(
Γ−1Projθ̂(Γ•)− •

)
≤ 0, ∀ • (C.88)

Now consider the candidate Lyapunov function

V =
1

2

n∑
i=1

z̄2i (C.89)
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Differentiating

V̇ =
n∑

i=1

˙̄ziz̄i (C.90)

=
n∑

i=1

−kiz̄2i +
n∑

i=1

(−θ̃ϕi +∆i + αis2) (C.91)

≤ −2kvV + ϵv kv , min{k1, . . . , kn} and ϵv ,
n∑

i=1

ϵi (C.92)

which leads to

V (t) ≤ e(−2kvt)V (0) +
ϵv
2kv

[
1− e(−2kvt)

]
(C.93)
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